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Effective Lockdown and Role of Hospital-Based COVID-19
Transmission in Some Indian States: An Outbreak Risk
Analysis

Tridip Sardar1 and Sourav Rana2,∗

Several reports in India indicate hospitals and quarantined centers are COVID-19 hotspots.
To study the transmission occurring from the hospitals and as well as from the community,
we developed a mechanistic model with a lockdown effect. Using daily COVID-19 cases data
from six states and overall India, we estimated several important parameters of our model.
Moreover, we provided an estimation of the effective (RT), the basic (R0), the community
(RC), and the hospital (RH) reproduction numbers. We forecast COVID-19 notified cases
from May 3, 2020, till May 20, 2020, under five different lockdown scenarios in the seven
locations. Our analysis suggests that 65% to 99% of the new COVID-19 cases are currently
asymptomatic in those locations. Besides, about 1–16% of the total COVID-19 transmission
are currently occurring from hospital-based contact and these percentage can increase up to
69% in some locations. Furthermore, the hospital-based transmission rate (β2) has significant
positive (0.65 to 0.8) and negative (-0.58 to -0.23) correlation with R0 and the effectiveness
of lockdown, respectively. Therefore, a much larger COVID-19 outbreak may trigger from
the hospital-based transmission. In most of the locations, model forecast from May 3, 2020,
till May 20, 2020, indicates a two-times increase in cumulative cases in comparison to total
observed cases up to April 29, 2020. Based on our results, we proposed a containment policy
that may reduce the threat of a larger COVID-19 outbreak in the future.

KEY WORDS: COVID-19; effective lockdown policy; ensemble model forecast; hospital-based trans-
mission; outbreak risk analysis

1. INTRODUCTION

Coronavirus disease of 2019 (COVID-19) was
first observed in Wuhan, China and rapidly spread
across the globe in a short duration (Wang et al.,
2020). World Health Organization (WHO) declared
COVID-19 as pandemic after assessing its various
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characteristics (WHO, 2020b). As of April 29, 2020,
over 3 million cases and over 200,000 deaths due
to COVID-19 have been reported across the globe
(COVID-19 Tracker [CT], 2020a). In India, the first
confirmed case of COVID-19 was reported on Jan-
uary 30, 2020 (WHO, 2020a), a student from Ker-
ala studying in a university in Wuhan (India Today,
2020d]). As of April 29, 2020, 33,065 confirmed cases
and 1,079 deaths due to COVID-19 have been re-
ported in India (CT, 2020b).

According to a daily monitoring report published
by WHO, 22,073 healthcare workers across 52 coun-
tries have been tested positive for COVID-19 (WHO,
2020c). The report also noted that the number pro-
vided may be an underestimation as there is no
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systematic reporting of infections among the health-
care workers (WHO, 2020c). Some recent reports
from different states of India indicate that a high
percentage of COVID-19 transmission is currently
occurring due to hospital-based contacts (Economic
Times [ET], 2020a; India Today, 2020a; New Delhi
Television Ltd [NDTV], 2020a; The Hindu [TH],
2020); The Print (TP, 2020);). The doctors, nurses,
and other health workers are most vulnerable as they
are in close proximity with COVID-19 patients (ET,
2020a; India Today, 2020a; NDTV, 2020a, 2020b; TP,
2020). Close relatives of notified COVID-19 patients
in quarantine centers may also be at risk of getting
infection. In addition, the journalists who are con-
tinuously visiting hospitals and quarantine centers to
get updated reports on COVID-19 may also be at
risk of getting infected (India TV, 2020); Scroll.in (SI,
2020). Therefore, a significant percentage of suscep-
tible population in the community may be exposed
to COVID-19 infection occurring from the contacts
with patents in hospitals and quarantine centers.

Currently there is no vaccine and effective
medicine available for COVID-19 in India. There-
fore, to break the transmission chain of COVID-19,
the government had implemented a full nationwide
lockdown (home-quarantined the community) star-
ing from March 25 to April 14, 2020. However, in a
large country like India with such diverse and huge
population, lockdown all over the nation may not
be a very feasible and effective solution. Moreover,
a lockdown already has a huge impact on the In-
dian economy, especially on the short-scale industries
(ET, 2020d; India Today, 2020b). To partially over-
come this economic crisis as well reducing COVID-
19 transmission, Government has proposed some
amendments (known as cluster containment strat-
egy) on the lockdown rules from April 20, 2020 (ET,
2020c; Financial Express [FE], 2020b). In these re-
vised rules, the government has provided some relax-
ation in current rules by dividing different districts
of the various states into three zones, namely red
(hotspot), orange (limited human movement), and
green (economic activity) depending on the number
of COVID-19 cases (Business Today, 2020; ET, 2020c;
FE, 2020b). However, question remains whether this
cluster containment strategy might be successful in
reducing COVID-19 transmission or not? If not, then
what could be other alternative solutions to reduce
COVID-19 transmission? These question can only be
answered by studying the dynamics and prediction
of a mechanistic mathematical model for COVID-19
transmission and testing the results in real situation

(Moghadas et al., 2020; Tang et al., 2020; Sardar et al.,
2020b, 2020a)

In this article, we formulated a mechanistic
model on COVID-19 with community as well as
hospital-based transmission to study the lockdown
effect. We assumed that patients from the hospi-
tals and quarantine centers can only be in contact
with a small fraction of the susceptible population
from the community. Furthermore, we assume dif-
ferent transmission rates for the community and the
hospital-based infection. In the mechanistic model,
we have incorporated the lockdown effect through
home quarantine of a certain percentage of suscepti-
ble population from the community. Using the daily
notified COVID-19 cases from six states (Maharash-
tra, Delhi, Madhya Pradesh, Rajasthan, Gujarat, and
Uttar Pradesh) and overall India, we estimated sev-
eral important parameters of the mechanistic model.
Furthermore, we estimated the basic (R0), the com-
munity (RC), and the hospital (RH) reproduction
numbers for the seven locations under study. To ob-
tain a reliable forecast of future COVID-19 notified
cases in the above-mentioned locations, we used a
hybrid statistical model that can efficiently capture
fluctuations in the daily time series data. A Bayesian
model averaging technique based on DRAM algo-
rithm is used to ensemble our mechanistic mathemat-
ical model with the hybrid statistical model. Using
the ensemble model, we forecast COVID-19 notified
cases (daily and cumulative) from May 3 to May 20,
2020, under five different lockdown scenarios in the
seven locations. To determine an effective lockdown
policy, we carried out a global sensitivity analysis of
four epidemiologically measurable and controllable
parameters on the lockdown effect (number of cases
reduction) and as well as on R0.

2. METHOD

The mechanistic model we developed in this ar-
ticle is an extension of an SEIR model with addi-
tional asymptomatic, hospitalized, and notified and
lockdown population (see Fig. 1 and Supporting In-
formation Eqn S1 and S2). We assumed that hospi-
talized and notified infected population can only be
in contact with a small fraction (ρ) of the suscepti-
ble population from the community (see Fig 1 and
Table I). Recently, Lee et al. (2020) showed that the
viral load in the symptomatic and the asymptomat-
ically infected are similar. Therefore, we assumed
that they transmit the disease at the same rate β1

(see Fig. 1 and Table I). We also assumed different
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Table I. Parameters with Their Respective Epidemiological Information for the Mechanistic ODE Model (see Fig. 1 and Supporting
Information) for COVID-19

Parameters Biological Meaning Value/Ranges Reference

� = μ × N(0) Recruitment rate of human population Differs over states -
1
μ

Average life expectancy at birth Differs over states Niti Aayog (2020)
β1 Average transmission rate of a symptomatic and

asymptomatic COVID-19 infected
(0–500) days Estimated

β2 Average transmission rate of a notified & hospitalized
COVID-19 infected

(0–500) days Estimated

ρ Fraction of the susceptible population that are exposed
to hospital-based transmission

0–0.2 Estimated

1
σ

COVID-19 incubation period (1–14) days Estimated
k Fraction of the COVID-19 exposed population that

become symptomatic infected
0–1 Estimated

γ1 Average recovery rate of symptomatic infection (γ3 − 1)day−1 Estimated
γ2 Average recovery rate of asymptomatic infection (γ3 − 1)day−1 Estimated
τ Average hospitalization rate for the COVID-19

symptomatic individuals
(0–1) day−1 Estimated

δ Average death rate due to COVID-19 infection in
hospital

Differs over states CT (2020b)

γ3 Average recovery rate of the notified & hospitalized
populations

Differs over states CT (2020)

l Average lockdown rate (0–0.9) day−1 Estimated
1
ω

Current lockdown period in India 40 days TOI (2020); FE (2020a)

Fig 1. A Flow diagram of the mechanistic ODE model with
hospital-based COVID-19 transmission and lockdown effect. Dif-
ferent class of population shown in this figure are S: Susceptible
population; E: Exposed population; IS: COVID-19 symptomatic
infected population; IA: COVID-19 asymptomatic infected popu-
lation; H: Notified & Hospital individuals suffering from COVID-
19 infection; R: COVID-19 recovered population; and L: Home
quarantined susceptible population during lockdown, respectively.
Two arrows from IS, IA, and H to S represent that susceptible pop-
ulation can get infection in contact with these populations (IS, IA,
and H), whereas a single arrow from S to E represents the flow of
new infection from susceptible to the exposed class. Epidemiologi-
cal information of the parameters shown in this figure are provided
in Table I .

transmission rates (β1 and β2, respectively) for com-
munity and hospital-based infection. As it is very dif-
ficult to detect asymptomatically infected in the com-
munity therefore, we assumed that only a fraction of
symptomatically infected population was being noti-

fied and hospitalized by COVID-19 testing at a rate,
τ (see Fig. 1 and Table I). The disease related deaths
are considered only for the notified and hospitalized
population at a rate δ. We incorporated lockdown ef-
fect in our model (see Fig. 1 and Supporting Informa-
tion Eqn S2) by home quarantined a fraction of sus-
ceptible population at a rate l. We also assumed that
after the current lockdown period ( 1

ω
= 40 days) the

home quarantined individuals will return to the gen-
eral susceptible population (see Fig. 1 and Support-
ing Information Eqn S2). Moreover, we assumed that
the home quarantined individuals do not mix with
the general population (see Fig. 1 and Supporting In-
formation Eqn S2) that is, this class of individuals do
not contribute in disease transmission. A flow dia-
gram and the information on our mechanistic ODE
model parameters are provided in Fig. 1 and Table I,
respectively.

The mechanistic ODE model (see Fig. 1 and Sup-
porting Information Eqn S1 and S2) we are using for
this study may be efficient in capturing overall trend
of the time-series data and the transmission dynam-
ics of COVID-19. However, as solution of the ODE
model is always smooth therefore, our mechanistic
model may not be able to capture fluctuations oc-
curring in the daily time-series data. Several complex
factors like lockdown, symptomatic, asymptomatic,
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hospital transmission, awareness, rapid testing, pre-
ventive measures, and so on may influence the varia-
tions in daily COVID-19 time-series data. Therefore,
it is an extremely challenging job to fit and long-term
forecast using this daily time-series data. To resolve
this issue, we considered a hybrid statistical model,
which is a combination of five forecasting models
namely, auto-regressive integrated moving Average
model (ARIMA); exponential smoothing state space
model (ETS); theta method model (THETAM); ex-
ponential smoothing state space model with box-cox
transformation, ARMA errors, trend and seasonal
components (TBATS); and neural network time se-
ries forecasts (NNETAR). Finally, the hybrid statis-
tical model and the mechanistic ODE model (see
Fig. 1 and Supporting Information Eqn S1 and S2)
are combined together by a post-processing Bayesian
model averaging (BMA) technique, which we dis-
cussed later in the article.

We used daily confirmed COVID-19 cases from
Maharashtra (MH), Delhi (DL), Madhya Pradesh
(MP), Rajasthan (RJ), Gujarat (GJ), Uttar Pradesh
(UP) and overall India (IND) for the time pe-
riod March 14–April 14, 2020 (MH), March 14April
18, 2020 (DL), March 20–April 17, 2020 (MP),
March–April 18, 2020 (RJ), March 19–April 16, 2020
(GJ), March 14–April 18, 2020 (UP), and March 2–
April 19, 2020 (IND) for our study. As of April
29, 2020, these referred six states contribute to
74% of the total COVID-19 notified cases in India
(CT, 2020b). Confirmed daily COVID-19 cases from
the mentioned seven locations are collected from
CT (2020b). State-wise population data are taken
from The Unique Identification Authority of India
(UIDAI) (2020).

We estimated several epidemiologically impor-
tant parameters (see Table I) by calibrating our
mathematical model (see Fig. 1 and Supporting Infor-
mation Eqn S1 and S2) to the daily notified COVID-
19 cases from the seven locations. As some initial
conditions of our mathematical model (see Fig. 1 and
Supporting Information Eqn S1 and S2) are also un-
known therefore, we prefer to estimate these initial
conditions from the data (see Supporting Informa-
tion Table S1). In lockdown 1.0, the Indian govern-
ment implemented a 21 days nationwide full lock-
down (home quarantined the community) starting
from March 25–April 14, 2020 (ET, 2020b) and then
extend the lockdown period up to May 2, 2020 (lock-
down 2.0) (Times of India [TOI], 2020); FE, 2020a).
Therefore, the daily COVID-19 time series data con-
tain the effect of with and without lockdown scenario,

therefore, we prefer to use a combination of two
mathematical models (without and with lockdown)
for calibration. An elaboration on the combination
technique of the mathematical models without and
with lockdown is provided below:

• We first use the mechanistic model without lock-
down (see Eqn S1 in Supporting Information)
starting from the first date of the daily COVID-
19 data up to end of March 24, 2020 for the
seven locations MH, DL, MP, RJ, GJ, UP, and
IND, respectively.

• Using values of the state variables of the model
without lockdown (see Eqn S1 in Supporting In-
formation method) onset of March 24, 2020 as
initial condition, we run the mechanistic model
with lockdown (see Fig. 1 and Model S2 in Sup-
porting Information) up to the end date of the
daily COVID-19 data for the mentioned seven
locations.

The nonlinear least square function “lsqnon-
lin” in the MATLAB-based optimization toolbox
is called to fit the simulated and observed daily
COVID-19 notified cases in the seven locations men-
tioned earlier. Bayesian-based “DRAM” algorithm
(Haario et al., 2006) is used to sample the epidemio-
logically unknown parameters and initial conditions
(see Table II and Table S1 in Supporting Informa-
tion) of the mathematical models combination with-
out and with lockdown (see Fig. 1 and Supporting In-
formation Eqn S1 and S2). The details on mechanistic
model fitting are provided in Sardar and Saha (2017).

Calibration of the hybrid statistical model for the
mentioned seven states is done using the R package
“forecastHybrid” (Shaub & Ellis, 2020). First, we fit-
ted the individual models ARIMA, ETS, THETAM,
TBATS, and NNETAR by calling the functions
“auto.arima,” “ets,” “thetam,” “tbats,” and “nneta,”
respectively. The results generated from each of the
above models are combined with equal weights to
determine the hybrid statistical model. Equal weight
among the five individual models is taken as it gen-
erates a robust result (see Table S3 in Supporting In-
formation) for the hybrid statistical model (Lemke &
Gabrys, 2010).

Post-processing Bayesian model averaging tech-
nique for combining the mechanistic model (see
Fig. 1 and Supporting Information S1 and S2) and
the hybrid statistical model is based on “DRAM”
algorithm (Haario et al., 2006). Let Y ODE =
{y j

ODE}n
j=1 and Y HBD = {y j

HBD}n
j=1 be n simulated
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the hybrid statistical model, respectively, and let Ŷ =
{yobs

j }n

j=1
be n observation from the data. Then

Y E = ω1Y ODE + ω2Y HBD, (1)

is our ensemble model, where the weights ω1 and ω2

satisfy the constraints


 = {ω1,ω2 ≥ 0 : ω1 + ω2 = 1}.
We assume ω1 and ω2 follows Gaussian proposal
distribution. Then the error sum of square function
(Haario et al., 2006) is defined as:

SS(θ̃ ) =
n∑

i=1

(Ŷ − Y E (θ̃ ))
2

Posterior distribution of the weights θ̃ =
(ω̃1, ω̃2)for the ensemble model (1) is generated
using Bayesian-based “DRAM” algorithm (Haario
et al., 2006) (see Table S2 and Fig. S23–S29 in
Supporting Information).

To save the countries short-scale industries and
the agricultural sectors, the Indian government has
proposed some amendments on current lockdown
rules from April 20, 2020 (ET, 2020c; FE, 2020b). In
these revised rules, Government has provided some
relaxation in current rules by dividing different dis-
tricts of the various states into three red (hotspot),
orange (limited human movement), and green (eco-
nomic activity) zones depending on the number of
COVID-19 cases (BT, 2020; ET, 2020c; FE, 2020b).
Implementation of these new rules in our mechanis-
tic models combination (see Fig. 1 and Supporting In-
formation Eqn S1 and S2) are based on the following
assumptions:

• Lockdown rule will be relaxed from April 20,
2020 in those states where the current estimate
of the lockdown rate (see Table II) is higher
than a threshold value. This relaxation in lock-
down is based on the fact that locations where
lockdown are strictly implemented before April
20, 2020 are likely to have more impact on the
economic growth.

• Lockdown rule will be more intensive from
April 20, 2020 in those states where the cur-
rent estimate of the lockdown rate (see Table II)
is below a threshold value. This assumption is
made because locations where lockdown is not
implemented properly before April 20, 2020 are
likely to have more red (hotspot) zones.
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• Note that 50% lockdown success is taken as
the threshold value for our study. Here, 50%
lockdown success in Delhi means that 50% of
the susceptible population in this state is suc-
cessfully home-quarantined during the period
March 25–April 20, 2020.

• Insensitivity and relaxation in lockdown are
measured in a same scale namely 10%, 20%,
and 30% increment or decrement on the current
estimate of lockdown rate (see Table II).

Following the above assumptions and using our
ensemble model (1), we provided a forecast of no-
tified COVID-19 cases (daily and cumulative) for
the seven locations during May 3–May 20, 2020. As
COVID-19 notified cases are continuously rising in
the mentioned seven locations therefore, it is more
likely that lockdown period will be extended beyond
May 3, 2020. Therefore, forecast using the ensem-
ble model (1) during the mentioned time duration in
those seven locations are based on the following sce-
narios:

(A1) Using our mechanistic models combina-
tion (see Fig. 1 and Supporting Information
Eqn S1 and S2) and the current estimate of
the lockdown rates (see Table II), we fore-
cast notified COVID-19 cases up to May 20,
2020. This forecast is combined together with
the results obtain from the hybrid statistical
model by using our ensemble model (1).

(A2) Using our mechanistic models combina-
tion (see Fig. 1 and Supporting Information
Eqn S1 and S2) and the current estimate of
the lockdown rates (see Table II), we fore-
cast notified COVID-19 cases up to April 20,
2020. From April 21–May 20, 2020, forecast
are made using 10% increment or decrement
(depending on the state) in the estimate of
current lockdown rate.

This forecast is combined together with the re-
sults obtain from the hybrid statistical model
by

using our ensemble model (1).
(A3) We followed same procedure as scenario

(A2) with 20% increment or decrement (de-
pending on the state) in the estimate of cur-
rent lockdown rate from April 21–May 20,
2020 to obtain the forecast for the mentioned
time duration.

(A4) In this case also, we followed same pro-
cedure as scenario (A2) with 30% increment

or decrement (depending on the state) in
the estimate of current lockdown rate from
April 21–May 20, 2020 to obtain the forecast
for the mentioned time duration.

(A5) We followed same procedure as the sce-
nario (A1) up to May 2, 2020. Forecast for
the

time period May 3–May 20, 2020 are made
with no lockdown.

As, we assumed that lockdown individuals
do not mixed with the general population
there-fore, the basic reproduction number
(R0) with and without lockdown (see Fig. 1
and Supporting Information Eqn S1 and S2)
are equal (Van den Driessche & Watmough,
2002):

R0 = β1 kσ

(μ + σ )(γ1 + μ + τ )
+ β1 (1 − k)σ

(μ + γ2)(μ + σ )

+ β2 kρ σ τ

(μ + σ )(δ + γ3 + μ)(γ1 + μ + τ )

In the expression of R0, sum of first two term indicate
the community infection occurring from symptomat-
ically and asymptomatically infected population. The
third term in R0 specifies the hospital-based COVID-
19 transmission. To distinguish the community and
hospital-based COVID-19 transmission, we defined
the community reproduction number (RC), and the
hospital reproduction number (RH) as follows:

RC = β1 kσ

(μ + σ )(γ1 + μ + τ )
+ β1 (1 − k)σ

(μ + γ2)(μ + σ )

and

RH = β2 kρσ τ

(μ + σ )(δ + γ3 + μ)(γ1 + μ + τ )

Using estimated values of epidemiologically un-
known parameters (see Table II), we estimated R0,
RC, and RH for the mentioned seven locations.

The effective reproductive number (RT) indi-
cates the average number of secondary cases pro-
duced per infected person in a population made up
of both susceptible and nonsusceptible hosts (Roth-
man et al., 2008). RT provides information about the
severity of a disease over different time points and
plays a vital role in control measures (Sardar et al.,
2015). For example, RT > 1 signifies that number of
new incidences has an increasing trend, whereas RT

= 1 implies the disease become endemic in the popu-
lation, and RT < 1 signifies that number of new cases
will have a decreasing trend. We estimated RT using
our ensemble model (1) projected COVID-19 new
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cases data under two lockdown scenarios (A1 and
A5) during the period April 21–May 20, 2020 by us-
ing the following equation derived from the renewal
equation of a birth process (Pinho et al., 2010; Sardar
et al., 2015):

RT = b(t)
∞∫

a=0
b(t − a) g(a) da

, (2)

where, the term b(t) corresponds to the number of
new cases at the tth day and the term g () is the
generation interval distribution for a disease. We de-
rive the expression of the generation interval distri-
bution g(t) from the COVID-19 mechanistic model
(see Fig. 1 and Eqn S2 in Supporting Information) by
applying the method discussed in (Pinho et al, 2010;
Wallinga and Lipsitch, 2007). The rates of leaving the
exposed and infectious compartments are indicated
by b1, b2, b3 and b4 . These quantities are constant
and extracted from our model (see Fig. 1 and Eq S2
in Supporting Information) as b1 = μ + σ , b2 = μ

+ γ 1 + τ , b3 = μ + γ 2, and b4 = μ + γ 3 + δ .
Moreover, the generation interval distribution is the
convolution of four exponential distributions with a
mean M = 1

b1
+ 1

b2
+ 1

b3
+ 1

b4
. Following (Akkouchi,

2008; Pinho et al., 2010), the expression for the con-
volution is provided below:

g(t) =
4∑

i=1

b1b2b3b4 exp(−bit)
4∏

j=1, j �=1
(bj − bi)

(3)

with t ≥ 0. The validity of the above relation (3)
holds for a minimum threshold value of the force of
infection �, defined as � > min (−b1, −b2, −b3, −b4)
(Pinho et al., 2010; Wallinga & Lipsitch, 2007).

Constructing an effective policy on future lock-
down in a region will require some relation be-
tween effect of lockdown (number of COVID-19
case reduction) with some important epidemiologi-
cally measurable and controllable parameters. Our
mechanistic ODE model (see Fig. 1 and Support-
ing Information Eqn S2) has several important pa-
rameters and among them measurable and control-
lable parameters are β2: average rate of transmission
occurring from hospitalized and notified contacts (it
can be controllable by following WHO guidelines);
ρ: fraction of susceptible population from the com-
munity that are exposed to notified and hospital-
ized contacts (it also can be minimized by follow-
ing proper guidelines from WHO); κ : fraction of in-
fected that are symptomatic (rapid COVID-19 test-

ing can provide an accurate estimate); τ : notifica-
tion and hospitalization rate of symptomatic infected
population (it also depend on number of COVID-
19 testing). We perform a global sensitivity analy-
sis (Marino et al., 2008) to determine the effect of
these parameters on the lockdown effect and on the
basic reproduction number (R0), respectively. The
effect of lockdown is measured in terms of differ-
ences in the total number of COVID-19 cases that
occurred during May 3–May 20, 2020 under the lock-
down scenarios (A1) and (A5), respectively. We draw
500 samples from the biologically feasible ranges of
the mentioned four parameters (see Table I) using
Latin hypercube sampling (LHS) technique. Other
epidemiologically known and unknown parameters
during simulation of the mechanistic model are taken
from Table I and Table II, respectively. Partial rank
correlation coefficients (PRCC) and its correspond-
ing p-value are evaluated to determine the effect of
these mentioned four parameters on the lockdown
effect and the basic reproduction number (R0), re-
spectively.

3. RESULTS AND DISCUSSION

Testing of the three models (the mechanistic
ODE model, the hybrid statistical model, and the
ensemble model) on daily notified COVID-19 cases
from MH, DL), MP, RJ, GJ, UP, and IND are pre-
sented in Fig. 2. Based on the performance on test-
ing data from the seven locations, we estimated the
weights (w1 and w2) for our ensemble model (1) (see
Table S2 in Supporting Information). Our result sug-
gest that the mechanistic ODE model (see Fig. 1 and
Supporting Information Eqn S1 and S2) displayed a
better performance in RJ, UP, and IND compared to
the hybrid statistical model (see Table S2 in Support-
ing Information). For rest of the locations (MH, DL,
MP, and GJ), the hybrid statistical model has per-
formed better than the mechanistic ODE model in
terms of capturing the trend of the time-series data
(Table S2 in Supporting Information). The ensem-
ble model (1), which is derived from a combination
of the mechanistic ODE and the hybrid statistical
model respectively, has provided a robust result in all
of these mentioned seven locations in terms of cap-
turing time-series data trend (see Fig. 2).

The estimates of different parameters of the
mechanistic ODE model (Fig. 1 and Supporting In-
formation Eqn S1 and S2) suggests that currently in
the seven locations (MH, DL, MP, RJ, GJ, UP, and
IND) the community infection is mainly dominated
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Fig 2. Combination of mechanistic ODE models (Fig. 1 and Supporting Information), Hybrid statistical model, and Ensemble model (1)
fitting to the daily notified COVID-19 cases form six different states and overall India. Respective subscripts are MH : Maharashtra, DL
: Delhi, MP : Madhya Pradesh, RJ : Rajasthan, GJ : Gujarat, UP : Uttar Pradesh, and IND : India. Here, LD indicate the period after
the lockdown implementation in overall India started at 25/03/2020 and No LD specifies the period before lockdown. Lockdown effect is
considered only for the mechanistic ODE model (Fig. 1 and Supporting Information) and consequently in the ensemble model (1). Shaded
area specifies the 95% confidence region.

by contribution from the asymptomatically infected
population (Table II). Among the seven locations,
the lowest percentage of symptomatic infection in
the community is found in RJ (about 0.1%) and the
highest percentage is found in IND (about 35%) (Ta-
ble II). Our estimates suggest that currently in the
seven locations, the notification and hospitalization
rate of symptomatically infected population is about
0.2–23 % (Table II). Therefore, most of the COVID-
19 infections in the seven mentioned locations are
currently undetected. Our result agrees with the re-
cent report by the Indian Council of Medical Re-
search (ICMR) (India Today, 2020c). Our estimates
of the lockdown rate for the mentioned seven loca-
tions, suggest that lockdown is properly implemented
in the two metro cities DL and MH. Also, in overall
India (IND) lockdown is properly implemented. In
these three locations (MH, DL, and IND), about 61–
77% of the total susceptible population may be suc-
cessfully home quarantined during the present lock-
down period (Table II). However, for rest of the lo-

cations, our results suggest that lockdown may not be
successful as about 11–49% of the total susceptible
population may be isolated (home quarantined) dur-
ing the current lockdown period in MP, RJ, GJ, and
UP, respectively (Table II). In the seven locations,
we found that about 1–9% of the total susceptible
populations may be exposed to hospital (notified and
hospitalized population) related contacts (Table II).
Considering the fact that estimates of the average
hospital-based transmission rates for the seven loca-
tions are very high (Table II), therefore, a significant
amount of COVID-19 infection in these seven loca-
tions may be currently occurring due to notified and
hospitalized infected related contacts. These findings
can be further justified by analyzing the estimates
of the basic (R0), community (RC) and hospital-
ized (RH) reproduction numbers for the mentioned
seven locations (see Table III). Except for the RJ, in
the remaining six locations, we found that about 1–
16% of the total COVID-19 transmission currently
occurring is from notified and hospitalized infected
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Table III. Estimates of the Basic, the Community and the Hospital Reproduction Numbers. The Epidemiologically Known and Unknown
Parameters of the Mechanistic ODE model (see Fig. 1 and Supporting Information) During the Estimation of the Different Reproduction

Numbers are Taken from Table I and Table II, Respectively. Respective Subscripts MH, DL, MP, RJ, GJ, UP, and IND are same as
Table II. All Data are Given in the Format Estimate (95% CI)

Region R0 RC % R0 RH % R0

MH 2.371 2.309 97.37 0.0623 2.63
(2.095−4.005 (1.542−3.894) (55.46−99.93) (0.0019−1.254) (0.1−44.54)

DL 2.54 2.37 93.46 0.1658 6.53
(1.37−5.52) (0.934−5.49) (56.91−99.95) (0.0016−0.8236) (0.048−43.09)

MP 2.497 2.467 98.82 0.0296 1.18
(2.21−6.11) (1.68−5.63) (49.22−99.81) (0.0062−2.045) (0.19−50.78)

RJ 1.43 1.42 99.46 0.01 0.54
(1.42−3.78) (1.405−3.76) (94.40−100) (0−0.068) (0−3.66)

GJ 1.835 1.706 93.02 0.128 6.98
(1.51−4.86) (0.895−3.72) (31.4−99.56) (0.0083−2.68) (0.43−68.60)

UP 1.46 1.22 84 0.233 16
(1.35−3.14) (0.787−2.88) (39.21−99.96) (0.001−1.47) (0.039−60.79)

IND 2.81 2.56 91.28 0.245 8.72
(2.15−4.94) (1.92−4.86) (84.63−99.84) (0.0048−0.388) (0.16−15.37)

related contacts (see Table III). These figures can be
increased up to 69% if proper measures are not taken
in MH, DL, MP, GJ, UP, and IND, respectively, (see
Table III). This is a worrisome situation as higher
value of the hospital-based transmission rate in these
six locations (Table II) indicates that there may be
super-spreading incidents occurring from hospital-
based contacts. In RJ, low contribution of RH on R0

(see Table III) may be due to existence of low per-
centage of the symptomatically infected population
in the community (Table II) and that leads to low
percentage of notified and hospitalized COVID-19
cases.

For further investigation on super-spreading
events, we carried a global uncertainty and sensitivity
analysis of some epidemiologically measurable and
controllable parameters from our mechanistic ODE
model (Fig. 1 and Supporting Information Eqn S1
and S2) namely, β2 : average rate of transmission oc-
curring from notified and hospitalized based contact
(it can be controllable following the WHO guide-
lines (Europe World Health Organization [EWHO],
2020), ρ : fraction of susceptible population that
are exposed to hospital-based contact (it can be re-
duced by following proper guidelines from the WHO
(EWHO, 2020), κ : fraction of the newly infected that
are symptomatic (Rapid COVID-19 testing can pro-
vide an accurate estimate), τ : hospitalization and no-
tification rate of symptomatic infected population (it
also depend on number of COVID-19 testing) on the
basic reproduction number (R0). Partial rank corre-
lation coefficients (PRCC) and its corresponding p-

value suggested that all these four parameters have
significant positive correlation with R0 (see Fig. 6 and
Fig. S17 to Fig. S22 in Supporting Information). Fur-
thermore, high positive correlation of ρ on R0 indi-
cate that small increase in the percentage of suscepti-
ble population from the community that are exposed
hospital-based transmission will lead to significant in-
crease in COVID-19 infection. Considering the fact
that estimated value of β2 (see Table II) in the seven
locations are very high (much higher than commu-
nity transmission rate), therefore, a small increase in
ρ may leads to a larger COVID-19 outbreak in those
seven locations. Therefore, until and otherwise any
preventive measures are taken in these locations, a
larger COVID-19 outbreak may trigger from hospi-
tals and quarantine centers.

Using the ensemble model (1), we forecast daily
as well as total COVID-19 cases under five differ-
ent lockdown scenarios in the mentioned seven lo-
cations, from May 3–May 20, 2020, (see Fig. 3, Ta-
ble IV and Fig. S1 to Fig. S6 in Supporting Informa-
tion). Spatial distribution of the projected COVID-
19 cases under different lockdown scenarios in the
six states of India during the mentioned projection
period are provided in Fig. 4 and Fig. S7–S10 in Sup-
porting Information. Comparing the projected total
COVID-19 cases during May 3–20, 2020, (see Ta-
ble IV) with the total observed cases (CT, 2020b)
during March 2–April 29, 2020, we found about dou-
ble increase in the total cases in MH, MP, GJ, UP,
and IND, respectively. In summary, our forecast re-
sult suggest that in the coming two weeks a significant
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Fig 3. Ensemble model (1) forecast for the daily notified COVID-19 cases in India during May 3–May 20,2020 under five different lockdown
scenarios. Under lockdown scenarios (A2)–(A4), projections are made with 10%, 20%, and 30% decrement in the current estimate of the
lockdown rate, respectively (see Table II). In lockdown scenario (A1), projections are made with current estimated lockdown rate (see
Table II). Finally, in the lockdown scenario (A5), projections are made with no lockdown during May 3–May 20, 2020.

increase in cases may be observed in most of these
locations.

Estimation of the effective reproduction num-
ber (RT) under two lockdown scenarios (A1 and A5)
for the seven locations during the period April 21–
May 20, 2020 (see Fig. 5 and Fig. S11 to Fig. S16 in
Supporting Information) suggest that except for RJ,
all other six locations the cases will increase with or
without lockdown (RT > 1). However, in RJ, values
of RT were found to be below unity under lockdown
scenario (A1) and found to be greater than unity (Af-
ter May 18, 2020) under lockdown scenario (A5) (see
Fig. S14 in Supporting Information). Therefore, if the
current lockdown rate is maintained after April 21,
2020 then COVID-19 cases in RJ may gradually de-
crease in the coming days.

To determine which epidemiologically mea-
surable and controllable parameters are most
influencing, we carried out a global uncertainty anal-
ysis of β2, ρ, κ , and τ on the lockdown effect. The
lockdown effect is measured in terms of differences
in the total number of COVID-19 cases during May
3–May 20, 2020, in the seven locations under the
lockdown scenarios (A1) and (A5), respectively (see
Section 2 for details). For MH, PRCC and its cor-
responding p-value suggested that all these four pa-

rameters have significant influence on the lockdown
effect (see Fig. S17 in Supporting Information). Fur-
thermore, significant negative correlation of β2, and
ρ with the lockdown effect (see Fig. S17 in Support-
ing Information) suggested that only home quaran-
tined the community may not be sufficient to reduce
COVID-19 transmission in MH. Government and
the policymakers may also have to focus on reducing
the transmission occurring from hospital premises
based on the guidelines from the WHO (EWHO,
2020). For DL, PRCC and its corresponding p-value
suggested that β2, ρ, and κ are the main param-
eters that are influencing the lockdown effect (see
Fig. S18 in Supporting Information). Moreover, sig-
nificant negative correlation of β2 and ρ with the
lockdown effect and as well as significant positive
correlation of κ with the lockdown effect (see Fig.
S18 in Supporting Information) implies that an ef-
fective lockdown policy in DL may be a combina-
tion of lockdown in the community, contact tracing
of COVID-19 cases, and with some effort in reducing
hospital-based transmission following WHO guide-
lines (EWHO, 2020). For MP, PRCC and its corre-
sponding p-value suggested that κ and τ have high
positive correlation with the lockdown effect (see
Fig. S19 in Supporting Information). Furthermore,
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Fig 4. Spatial distribution of total number of COVID-19 cases during May 3, 2020 till May 20, 2020 in the six states namely, Maharashtra
(MH), Delhi (DL), Madhya Pradesh (MP), Rajasthan (RJ), Gujarat (GJ), and Uttar Pradesh (UP), under the lockdown scenario (A1).
We used the following color clustering of the cases: Green (1,000−1,500), Purple (1,501−3,000), Blue (3,001−5,000), Yellow (5,001−7,000),
Orange (7,001−12,000), and Red (12,001–24,000).
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Table IV. Ensemble Model (1) Forecast of the Total Notified COVID-19 Cases During May 3–May 20, 2020. Respective Subscripts MH,
DL, MP, RJ, GJ, UP, and IND are same as Table II. Regions Where, Current Lockdown Rate (↓) implies the Ensemble Model (1)

Projections for the Scenarios (A2) to (A4) with 10%, 20% and 30% Decrement in the Current Estimate of Lockdown Rate (see Table II)
during the Mentioned Period, whereas Current Lockdown Rate (↑) Implies the Ensemble Model (1) Projections for the Scenarios (A2) to

(A4) with 10%, 20% and 30% Increment in the Current Estimate of Lockdown Rate (see Table II) During the Mentioned Period.
Scenario (A1) Implies the Ensemble Model (1) Forecast with the Current Estimate of the Lockdown Rate (see Table II) During May

3–May 20, 2020. Finally, Scenario (A5) Implies the Ensemble Model (1) Forecast with no Lockdown During May 3–May 20, 2020. All Data
are Provided in the Format Estimate (95% CI)

Region Current lockdown
rate

Scenario A1 Scenario A2 Scenario A3 Scenario A4 Scenario A5

MH ↓ 16,790 17,410 18,147 19,036 23,000
(16,056−18,727) (16,499−19,812) (17,026−21,101) (17,662−22,656) (20,499−29,596)

DL ↓ 2,642 1,840 2,693 2,729 2,886
(1,791−3,294) (1,337−3,297) (1,901−3,300) (1,979−3,304) (2,319−3,320)

MP ↑ 4,036 3,924 3,825 3,738 5,058
(3,599−4,578) (3,531−4,410) (3,472−4,263) (3,419−4,134) (4,216−6,101)

RJ ↑ 1,184 1,156 1,133 1,114 1318
(654−1,624) (611−1,608) (576−1,595) (547−1,585) (858−1,699)

GJ ↑ 7,707 7,444 7,206 6,990 9,337
(7,689−12,589) (7,427−11,991) (7,191−11,451) (6,976−10,961) (9,312−16,292)

UP ↑ 5,599 5,383 5,184 4,999 7,217
(3,656−6,478) (3,564−6,206) (3,479−5,954) (3,401−5,722) (4,343−8,517)

IND ↓ 38,134 40,278 42,824 45,896 57,159
(36,550−45,296) (38,877−46,612) (41,640−48,174) (44,975−50,059) (56,971−57,201)

Fig 5. Effective reproduction number
(RT) under two lockdown scenarios
(A1 and A5) for the period April 21–
May 20, 2020 for India.

ρ has significant negative correlation with the lock-
down effect (see Fig. S19 in Supporting Information).
Therefore, an effective lockdown policy in MP may
be a strict implementation of lockdown in the red and
orange zones, rapid COVID-19 testing in the com-
munity and reducing hospital-based transmission by
following guidelines from WHO (EWHO, 2020). For
RJ, PRCC and its corresponding p-value suggested
that only κ has a significant positive correlation with
the lockdown effect (see Fig. S20 in Supporting In-

formation). No significant correlation with hospital-
based parameters may be due to existence of low
percentage of the symptomatically infected popula-
tion in the community (see Table II) and that leads
to low percentage of notified and hospitalized based
COVID-19 transmission. Therefore, RJ Government
may focus more on contact tracing in the commu-
nity with relaxation given in the Green and Orange
zones to increase the percentage of symptomatically
infected in the community. For GJ, PRCC and its cor-
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Fig 6. Effect of uncertainty of four
epidemiologically measurable and con-
trollable parameters of the mechanis-
tic ODE model (see Fig. 1, Table I and
method section) on the effect of lock-
down and the basic reproduction num-
ber (R0). Lockdown effect is measured
in terms of the differences in total num-
ber of COVID-19 cases occurred dur-
ing May 3–May 20, 2020 in India under
the lockdown scenarios (A1) and (A5),
respectively (see method section). Ef-
fect of Uncertainty of these four param-
eters on the two mentioned responses
are measured using Partial Rank Cor-
relation Coefficients (PRCC). 500 sam-
ples for each parameter were drawn
using Latin hypercube sampling tech-
niques (LHS) from their respective
ranges provided in Table I.

responding p-value suggested that all these four pa-
rameters have significant influence on the lockdown
effect (see Fig. S21 in Supporting Information). Fur-
thermore, significant negative correlation of β2, and
ρ with the lockdown effect (see Fig. S21 in Support-
ing Information) indicate that only home quarantin-
ing the community may not be sufficient to reduce
COVID-19 transmission in GJ. Government of GJ
and policymakers may also have to focus on reducing
the transmission occurring from hospital premises
based on the guidelines from the WHO (EWHO,
2020). For UP, PRCC and its corresponding p-value
suggested that β2, ρ, and κ are the main parameters
that are influencing the lockdown effect (see Fig. S22
in Supporting Information). Moreover, significant
negative correlation of β2 and ρ with the lockdown
effect and as well as significant positive correlation of
κ with the lockdown effect (see Fig. S22 in Support-
ing Information) implies that an effective lockdown
policy in UP may be a combination of lockdown (re-
laxation in Green zone), contact tracing in commu-
nity with effort in reducing hospital-based transmis-
sion following the WHO guidelines (EWHO, 2020).
Finally for IND, PRCC and its corresponding p-value
suggested that β2 and ρ are the main parameters that
are most influencing the lockdown effect (see Fig. 6).
Therefore, only home quarantining the community
may not be sufficient to reduce COVID-19 transmis-
sion in IND. Government of IND and the policymak-
ers may also have to focus on reducing the transmis-
sion occurring from hospital premises based on the
guidelines from the WHO (EWHO, 2020).

4. CONCLUSION

Our analysis of the mechanistic model with
hospital-based COVID-19 transmission suggest that
most of the new infections occurring in India as well
most of the states are currently undetected. Further-
more, a global sensitivity analysis of two epidemio-
logically controllable parameters from the hospital-
based transmission on the basic reproduction num-
ber (R0), indicate that if appropriate preventive mea-
sures are not taken immediately, a much larger
COVID-19 outbreak may trigger due to the trans-
mission occurring from the hospitalized and noti-
fied based contacts. Moreover, our ensemble forecast
model (1) predicted a substantial percentage of in-
crease in the COVID-19 notified cases during May
3–May 20, 2020, (see Table IV) in most of these loca-
tions. In RJ, trend of the forecast data (see Fig. S4
in Supporting Information) during May 3–May 20,
2020, is showing a decreasing trend. This may be due
to low number of hospitalized and reported cases in
this state (see Table II). However, cases may rise in
RJ if relaxation in lockdown is applied. Furthermore,
trend of the forecast data in IND (see Fig. 3) during
May 3–May 20, 2020 indicates the fact that reaching
the peak of the COVID-19 epidemic curve may be a
long way ahead for India. Finally, based on our re-
sults of global sensitivity analysis of the four impor-
tant epidemiologically measurable and controllable
parameters on the lockdown effect, we are suggest-
ing the following policy that may reduce the threat of
a larger COVID-19 outbreak in the coming days.
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4.1. Effective Lockdown Policy

Dividing different states into three clusters (red,
orange, and green) with extensive lockdown in red
zones and providing relaxation in orange and green
zones of a state will increase the percentage of symp-
tomatically infection in these two zones (orange, and
green). From our sensitivity analysis results, the lock-
down will be effective in those locations where higher
percentage of symptomatic infection exist in the pop-
ulation. Therefore, the government has to shift some
orange or green zones under the red zones or move
some red zones under the orange or green zones de-
pending upon the percentage of symptomatic infec-
tion of those locations. However, from time-to-time
COVID-19 testing is needed in these zones to get bet-
ter result out of this cluster lockdown policy. Further-
more, COVID-19 testing will increase the number of
notified and hospitalized cases over the states. Also
from our results, lockdown effectiveness has a nega-
tive correlation with the hospital-based transmission
rate (β2) and fraction of the susceptible population
that is exposed to hospital-based contact (ρ). There-
fore, reducing these two parameters will increase the
effectiveness of the lockdown in those seven loca-
tions. To reduce the hospitalized and notified based
contacts, an efficient disaster management team is re-
quired. They will continuously monitor the situations
in different hospitals and quarantine centers across
India. This team must ensure that proper safety mea-
sures are being followed based on the guidelines pro-
vided by ICMR and WHO (WHO, 2020a).

There are few limitations of this current study
and may be improved in future. We assumed that
home quarantined population do not mix with the
infected individuals from the community. This is a
very crude approximation because in such a huge
country like India with such a dense population there
is always a possibility that a certain percentage of
population under the lockdown can get infection
from the community. In addition to this fact, there
is a possibility of cross infection within the home
quarantined population. This assumption will lead
to more compartments (exposed under lockdown,
symptomatic under lockdown, and asymptomatic un-
der lockdown) and thus make our model more com-
plex. Moreover, currently there is little evidence of
air-borne transmission of COVID-19 in some re-
gions (Morawska & Milton, 2020). However, this al-
ternative air-borne transmission route is not consid-
ered in our model. Adding all these components in
our mechanistic model may produce some rich dy-

namical properties like backward bifurcation, hopf-
bifurcation, and so on. We shall explore these factors
in our future studies.
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Fig. S6: Ensemble model (see main text) forecast for
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main text) on the effect of lockdown and the basic
reproduction number (R0).
Fig. S18: Effect of uncertainty of four epidemiologi-
cally measurable and controllable parameters of the
mechanistic ODE model (see Table I and Fig.1 in the
main text) on the effect of lockdown and the basic
reproduction number (R0).
Fig. S19: Effect of uncertainty of four epidemiologi-
cally measurable and controllable parameters of the
mechanistic ODE model (see Table I and Fig.1 in the
main text) on the effect of lockdown and the basic
reproduction number(R0).
Fig. S20: Effect of uncertainty of four epidemiologi-
cally measurable and controllable parameters of the
mechanistic ODE model (see Table I and Fig.1 in the
main text) on the effect of lockdown and the basic
reproduction number (R0).
Fig. S21: Effect of uncertainty of four epidemiologi-
cally measurable and controllable parameters of the
mechanistic ODE model (see Table I and Fig.1 in the
main text) on the effect of lockdown and the basic
reproduction number (R0).
Fig. S22: Effect of uncertainty of four epidemiologi-
cally measurable and controllable parameters of the
mechanistic ODE model (see Table I and Fig.1 in the
main text) on the effect of lockdown and the basic
reproduction number (R0).
Fig. S23: Posterior distribution of the weights for the
mechanistic ODE model combinations

(S-1) & (S-2) and the Hybrid statistical model (see
main text), respectively for Maharashtra.
Fig. S24: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for Delhi.
Fig. S25: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for Madhya Pradesh.
Fig. S26: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for Rajasthan.
Fig. S27: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for Gujarat.
Fig. S28: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for Uttar Pradesh.
Fig. S29: Posterior distribution of the weights for the
mechanistic ODE model combinations (S-1) & (S-2)
and the Hybrid statistical model (see main text), re-
spectively for India.
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INTRODUCTION

Metal-organic frameworks (MOFs) [1] constructed through
strong metal-ligand covalent bonds [2] and multiple weak non-
covalent forces [3] have drawn great attention of many research
groups in isolation of different advanced functional materials
[4-8]. Single-pot synthesis [9] is an efficient synthetic approach
using judiciously chosen metal ions and organic in pre-assigned
molar ratios to isolate such target materials. Copper(II), a 3d9

ion, affords [10] a variety of geometries that may lead to signi-
ficant differences in overall molecular and crystalline archit-
ectures and thereby different biological and catalytic activities
[11,12].

Schiff bases [13] are the important organic ligands because
of their straightforward synthesis, structural varieties, varied
denticities and are moderate electron donors with easily-tunable
electronic and steric effects [14]. Salen refers to a tetradentate
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C2-symmetric ligand synthesized from salicyaldehyde and
ethylenediamine, which are structurally related to the classical
salen ligand, primarily bis-Schiff bases. The metal-free salen
compound (H2salen or salenH2) has two phenolic hydroxyl
groups. The salen ligand is usually its conjugate base (salen2–

), resulting from the loss of protons from those hydroxyl
groups. Salen ligands are notable for coordinating a wide range
of different metals, which they can often stabilize in various
oxidation states [15]. Copper(II) Schiff base complexes find
wide applicability in the field of catalysis, antimicrobial
activities, antifungal and antiviral activities, synergistic action
on insecticides, plant growth regulator, antitumor, cytotoxic
activity, harmonic generation activity, etc. Schiff base copper(II)
complexes can now be extensively used as active catalysts [16-
28]. In the present endeavour, we have successfully isolated a
neutral dinuclear complex, {µ-[2,2′-{ethane-1,2-diylbis[(azanyl-
ylidene)methanylylidene]}bis(phenolato)]}-{µ-[2,2′-{ethane-
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1,2-diylbis[(azanylylidene)methanylylidene]}bis(phenolato)]}-
dicopper(II), [Cu2(salen)2] (1) [salen2− = [2,2′-{ethane-1,2-diyl-
bis[(azanylylidene)methanylylidene]}bis(phenolato)]. Structure
of complex 1 has been resolved by X-ray diffraction measure-
ments to define the exact coordination sphere. This work has
addressed to the synthesis, characterization,  magnetic property
and catalytic efficacy has been justified by the oxidation of cyclo-
octene by employing tert-butyl-hydroperoxide (TBHP) as an
efficient oxidant in different solvent media.

Cu(NO3)2·6H2O + H2salen
MeOH

298 K

[Cu2(salen)2] (1)

N

O

N

O

Cu

N

O

N

O

Cu

Scheme-I: Synthetic route for complex 1

EXPERIMENTAL

High purity salicylaldehyde (E. Merck, India), ethanedi-
amine, cyclooctene and tert-BuOOH (70% aq.) (Aldrich, USA),
copper(II) nitrate hexahydrate (E. Merck, India) were purchased
and used as received. Schiff base, H2salen was synthesized by
the condensation of 1:2 molar ratio of ethylenediamine and
salicylaldehyde in dehydrated alcohol [29]. All other chemicals
and solvents were of AR grade. The solvents were distilled and
dried before use.

Physical measurements: Microanalysis (CHN) was
performed in a Perkin-Elmer 240 elemental analyzer. IR spectra
were recorded on a Bruker Alpha T200140 FT-IR spectrometer.
Absorption spectra were studied on Shimadzu UV2100 UV-
vis recording spectrophotometer. Magnetic measurement of 1
was performed with a Cryogenic SQUID S600 magnetometer
operating between 2 and 300 K at an applied field of 1T. The
magnetic data were corrected for the diamagnetism of the sample
holder, measured in the same range of temperature field and
the intrinsic diamagnetism of the samples was estimated through
Pascal’s constants.

Synthesis of [Cu2(salen)2] (1): A methanolic solution (5
mL) of H2salen (0.268 g, 1.00 mmol) was added dropwise to
a solution of copper(II) nitrate hexahydrate (0.296 g, 1.00 mmol)
in the same solvent (10 mL). The final deep blue solution was
filtered and the supernatant liquid was kept undisturbed in open
air for slow evaporation. After 3 days, a dark green crystalline
product of complex 1 was isolated by filtration, washed with
dehydrated alcohol and dried in vacuo over silica gel (Scheme-
I). Yield: 0.462 g (70%). Elemantal anal. calcd. (found) % for
C32H28N4O4Cu2 (1): C, 58.26 (58.50); H, 4.28 ( 4.36); N, 8.49
(9.12). IR (KBr, cm-1): ν(CH=N), 1620-1655; ν(C-O), 1332-
1355. UV-Vis (λmax, nm; DMF): 266, 296, 388, 620; ΛM (DMF):
7 Ω-1 cm2 mol-1.

X-ray data collection and structure refinement: A single
crystal of complex 1 suitable for X-ray analysis was selected
from those obtained by slow evaporation of a methanol solution
at room temperature. Diffraction data were collected on a Bruker
SMART 1000 CCD diffractometer using graphite mono-
chromated MoKα radiation (λ = 0.71073 Å) and were used to
measure cell dimensions and diffraction intensities. Data were
collected using the ω-θ scan technique in the range to a maximum
1.54º < θ < 25.24º. For data collection, data reduction and cell
refinement the program SAINT-Plus [30] was used. The stru-
cture was solved by direct methods using SIR97 [31] and refined
with version 2018/3 of SHELXL [32] using least squares mini-
mization. A summary of the crystallographic data and structure
determination parameters for complex 1 is shown in Table-1.

TABLE-1 
CRYSTALLOGRAPHIC DATA FOR COMPLEX 1 

Empirical formula C32H28N4O4Cu2 
Formula weight 659.66 
Crystal system, space group Monoclinic, C2/c 
Temperature 293(2) K 
Wavelength  0.71073 Å 
Unit cell dimensions a = 26.752(6) Å, b = 7.0118(15) Å,  

c = 14.772(3) Å, α = 90.00°,  
β = 97.423(3)°, γ = 90.00° 

Volume 2747.7(10) Å3 
Z, calculated density 4, 1.595 mg/cm3 
Absorption coefficient 1.595 mm-1 
F(000) 1352 
Crystal size 0.23 × 0.16 × 0.09 mm3 
Theta range  1.54 to 25.24 ° 
Limiting indices -32 <= h <= 32, -8 <= k <= 8,  

-16 <= l <= 16 
Reflections collected/unique 12859/2503 [R(int) = 0.049] 
Tmax and Tmin 0.872 and 0.710 
Data/restraints/parameters 2503/0/190 
Goodness-of-fit on F2 1.064 
Final R indices [I>2σ(I)] R = 0.0329 and wR = 0.0869 
R indices (all data) R = 0.0386 and wR = 0.0917 
Largest peak and hole  0.435 and -0.767 

Weighting scheme: R = Σ||Fo| – |Fc||/ Σ|Fo|, wR = [Σw(Fo
2 – Fc

2)2/Σw 
(Fo

2)2]1/2, calcd. w = 1/[σ2(Fo
2) + (0.0500P)2 + 2.7518P] where P = (Fo

2 
+ 2Fc

2)/3. 

 

RESULTS AND DISCUSSION

A new dinuclear copper(II) Schiff base complex {µ-[2,2′-
{ethane-1,2-diylbis[(azanylylidene)methanylylidene]}bis-
(phenolato)]}-{µ-[2,2′-{ethane-1,2-diylbis[(azanylylidene)-
methanylylidene]}bis(phenolato)]}dicopper(II), [Cu2(salen)2]
(1) [salen2− = [2,2'-{ethane-1,2-diylbis[(azanylylidene)methan-
ylylidene]}bis(phenolato)] has been isolated using a one-pot
reaction of a 1:1 molar ratio of Cu(NO3)2·6H2O and a tetra-
dentate Schiff base (H2salen) in methanol at room temperature.

Complex 1 was characterized by microanalytical, spectro-
scopic and other physico-chemical results. The microanalytical
data are in good conformity with the formulation of the complex.
The air stable moisture insensitive compound is stable over a
long period of time in powdery and crystalline state and soluble
in MeOH, EtOH, MeCN, DMF and DMSO, but are insoluble
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in water. In DMF solution, complex 1 behaves as non-electrolytes
as reflected from their low conductivity value (7 ohm-1 cm2 mol-1).

Spectral studies: In IR spectrum, complex 1 shows a band
in the range 1655-1620 cm-l attributable due to azomethine
group [33]. A sharp band in the range 1355-1332 cm-1 is assigned
to ν(C-O). A broad band around 3460 cm-1 due to ν(O-H) for
free ligands was absent for complex, suggesting the coordination
of Schiff base as a dianionic ligand. In the UV-vis spectrum, a
low-intensity absorption band at 620 nm allocated to d-d
transition, congruent with the square pyramidal (sp) geometry
of the copper(II) centers [34]. The absorption band observed
at 388 nm may be attributed to the ligand to copper(II) charge
transfer transition (LMCT). Additionally, two strong absorption
bands in the region 266 and 296 nm may be assigned to a ligand
based charge transfer transitions.

Crystal structure of [Cu2(salen)2] (1): Single-crystal
X-ray diffraction measurement of [Cu2(salen)2] (1) reveals that
the crystal belongs to the monoclinic system corresponding
from the space group C2/c. Single crystal X-ray diffraction
study of [Cu2(salen)2 ] (1) was made to define the coordination
sphere. An ORTEP diagram of asymmetric units, molecular
unit and packing views of 2D sheet and 3D network structures
of complex 1 are depicted in Figs. 1-4. Selected bond distances
and angles relevant to the coordination spheres are presented
in Table-2. Parameters of C-H···π and π···π interactions are
given in Tables 3 and 4, respectively. X-ray structural analysis
revealed that each Cu(II) center in asymmetric unit of complex
1 adopts a distorted square planar geometry with a CuN2O2

chromophore coordinated by two N atoms (N1, N2) and two
O atoms (O1, O2) of the tetradentate Schiff base ligand (salen)
(Fig. 1). The coordination sites of the basal plane in square are
occupied by (N1 and O2) and (N2 and O1) in trans position.
Angles of cisoid and transoid are in [83.60(9)-94.79(8)°] and
[170.37(8)-171.10(8)º] ranges, respectively (Table-2). These
two asymmetric units are connected through congregation of
salen ligand involving Cu-O bond to form dinuclear molecular
unit [Cu2(salen)2] (Fig. 2), where each Cu(II) center completes
its penta-coordination in a distorted square pyramidal environ-
ment. The Cu···Cu separation in each dinuclear entity is 3.207
Å and bond angle of Cu1-O1-Cu1i core is 93.78(7)º  [symmetry
code: (i) 1/2-x,1/2-y,-z]. The primary bond distances of Cu-N
and Cu-O are ranges from 1.9168(17)-1.964(2) Å, while Cu1-
O1i/Cu1i-O1 are comparatively larger [2.4212(18) Å] indicating
weaker in nature. In crystalline state, these dinuclear entities

Fig. 1. Perspective view of the asymmetric unit of [Cu2(salen)2] (1) with
displacement ellipsoid drawn at the 50% probability level

Fig. 2. An ORTEP diagram of dinuclear molecular unit of [Cu2(salen)2]
(1) with displacement ellipsoid drawn at the 40% probability level;
symmetry code: (i) 1/2-x, 1/2-y, -z

Fig. 3. Crystal packing view of 2D sheet structure in complex 1 through
C-H···π interactions viewed along crystallographic b axis

Fig. 4. 3D network structure of complex 1 involving both C-H···π and π···π
interactions

TABLE-2 
SELECTED BOND DISTANCES (Å)  

AND BOND ANGLES (°) FOR COMPLEX 1 

Bond distances (Å) 
Cu1-N1 1.958(2) Cu1-O2 1.9168(17) 
Cu1-N2 1.964(2) Cu1-O1i 2.4212(18) 
Cu1-O1 1.9488(16) Cu1i-O1 2.4212(18) 

Bond angles (°) 
N1-Cu1-N2 83.60(9) N2-Cu1-O1i 102.27(7) 
N1-Cu1-O1 91.26(8) O1-Cu1-O2 91.34(7) 
N1-Cu1-O2 171.10(8) O1-Cu1-O1i 86.22(7) 
N1-Cu1-O1i 94.79(8) O2-Cu1-O1i 93.87(7) 
N2-Cu1-O1 170.37(8) Cu1-O1-Cu1i 93.78(7) 
N2-Cu1-O2 92.58(8)   

Symmetry code: (i) 1/2-x, 1/2-y, -z. 
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in complex 1 are engaged through C-H···π interactions [C10-
H10···Cg(5): 2.94 Å, 135.00º; Cg(5) = C(1)→C(2)→C(3)→
C(4)→C(5)→C(6)] (Table-3) to give 2D sheet structure (Fig.
3) viewed along crystallographic b-axis. These 2D sheet structure
are further stabilized through π···π interaction [Cg(6)···Cg(6):
5.477(2)°; Cg(6) = C(11)→C(12)→C(13)→C(14)→C(15)→
C(16)] (Table-4) to result a supramolecular 3D network structure
(Fig. 4).

Magnetic studies: The temperature dependence of the
molar magnetic susceptibility (χM) for complex 1 in the 5-300
K temperature range was measured with a superconducting
quantum interference device (SQUID) magnetometer, under
magnetic fields of 10 kG (Fig. 5). The χMT value of 0.019 cm3

mol-1 at 300 K for complex 1 is higher than the value expected
for an isolated magnetically uncoupled copper(II) ion (χMT =
0.013 cm3 mol-1 for g = 2.0). Upon cooling the χM value of
complex 1 remains almost the same until about 65 K and then
increases rapidly to reach a minimum of 0.13 cm3 mol-1 K at
about 5 K. This clearly indicates that magnetic interaction bet-
ween copper(II) ions through Cu-O-Cu linkage is antiferro-
magnetic in nature. To estimate the magnitude of the antiferro-
magnetic coupling the magnetic susceptibility data were fitted
to the modified Bleaney-Bowers equation for two interacting
copper (II) ions (S = ½) with the Hamiltonian in the form H =
-J

1 2
ˆ ˆS ·S .  The susceptibility equation for such a dimeric system

can be written as follows in eqn. 1 [35-37]:

2 2 2 2
12Ng Ng

 [3 exp( J/kT)] (1 )
kT 2kT

−β βχ = + − − ρ + ρ (1)

where N, g, β and ρ parameters in the equation bear their usual
meaning. The best fit parameters were J = - 1.46 cm–1, g = 2.11
and r = 0.0005.
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Fig. 5. Thermal dependence of χM for complex 1

Catalytic activities of [Cu2(salen)2] (1): The catalytic
activity of complex 1 in the oxidation of styrene and cyclo-
octene in homogeneous medium is summarized in Table-5. The
graphical representation of alkene conversion in the presence
of complex 1 is shown in Fig. 6. Styrene was efficiently conv-
erted to 97% with epoxide selectivity of 54%. Along with this
a considerable amount of benzaldehyde and benzoic acid are
also formed. Copper(II) Schiff base complexes have been used
as homogeneous catalysts in olefin oxidation reactions with
different oxidizing agents in the recent past. Koner et al. [16]
studied this reaction over a series of copper(II) Schiff base
complexes, which gives styrene epoxide in 54-39% yield
(selectivity 72-39%) under homogeneous conditions with tert-
BuOOH. Recently, a diazido-bridged dinuclear copper(II)
compound containing a tridentate Schiff base ligand shows
82% coversion of styrene with 60% epoxide selectivity [17].

TABLE-3 
C-H···π INTERACTION PARAMETERS (Å, °) FOR COMPLEX 1  

C-H···π interactions (Å, °) 
D-H···A D-H H···A D···A D-H···A Symmetry code 

C10-H10···Cg(5) 0.9300 2.94 3.676(3) 135 1/2-x, -1/2+y, 1/2-z 

Cg(5) = C(1)→C(2)→C(3)→C(4)→C(5)→C(6) 

 
TABLE-4 

π···π INTERACTION PARAMETERS (Å, °) FOR COMPLEX 1 

π···π interaction (Å, °) 

Ring-ring Cg-Cg distance Dihedral angle (i, j) Perpendicular distances 
between baricenters (i, j) 

Slippage Symmetry code 

Cg(6)-Cg(6) 5.477(2) 56.01 0.2485 4.541 -x,1-y,-z 

Cg(6) = C(11)→C(12)→C(13)→C(14)→C(15)→C(16) 

 
TABLE-5 

HOMOGENEOUS CATALYTIC OXIDATION OF OLEFINS CATALYZED BY COMPLEX 1 IN ACETONITRILE MEDIA 

Yield of products (%) 
Substrate Reaction time (h) Conversion (wt.%) 

Epoxide Others 
Styrene 24 97 52 45a 

Cyclooctene 24 82 68 14b 
Reaction conditions: Cyclooctene (10 mmol); catalysts (0.005 mmol); tert-BuOOH (20 mmol); acetonitrile (8 mL); temperature (70 °C) 
aBenzaldehyde and benzoic acid; bcyclooct-2-en-1-ol and cyclooct-2-en-1-one 
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Fig. 6. Reaction prole for the oxidation of olefins with tert-BuOOH in
presence of complex 1

The catalytic efficacy of different azido-bridged Schiff base
copper(II) complexes which gives styrene epoxide in 100-90%
yield (selectivity 72-54%) was also studied under homogeneous
condition using same oxidant [18,19]. Das et al. [20] have
obtained a moderate yield of olefin epoxide using a copper(II)
Schiff base complex as a catalyst in the presence of 2-methyl-
propanal using molecular oxygen as oxidant under homo-
geneous conditions [20]. A maximum yield of 15% of styrene
epoxide has been achieved using iodosyl benzene as oxidant
over Schiff base copper(II) complexes [21]. Rayati et al. [22]
studied epoxidation of styrene over two copper(II) Schiff base

complexes under homogeneous conditions using tert-BuOOH,
which shows over 95% conversion with epoxide selectivity
25%. Saha et al. [23] reported styrene epoxidation reaction
over a copper(II) Schiff base complex, [Cu(HL1)(NO3)] (H2L1

= 1-(N-orthohydroxyacetophenimine)ethane-2-ol), which shows
86% conversion with 100% epoxide selectivity [23].

The results of reported epoxidation reactions of styrene
using tert-BuOOH as oxidant over copper(II) Schiff base
complexes under homogeneous conditions are collated in
Table-6. Cyclooctene was converted in good yield (conversion
82%) to their oxides, with high epoxide selectivity (83%) when
reacted with tert-BuOOH. In addition, a small amount of cyclo-
octane-1,2-diol was also formed. We have earlier studied the
oxidation reactions of a variety of olefins over copper(II) Schiff
base complexes, which exhibit excellent catalytic activity with
tert-BuOOH in different solvent media, where cyclooctene
has been converted to its epoxide (conversion 76-75%, selectivity
63-56%) in acetonitrile media [16]. Likewise, the epoxidation
of cyclooctene using a single end-on azido bridged 1D chain
Schiff base copper(II) complex as catalyst is also reported [24],
where the highest conversion occured also in acetonitrile
conversion 86%, selectivity 81%) with tert-BuOOH as oxidant.
We have successfully converted cyclooctene to cyclooctene
oxide by some azido-bridged Schiff base copper(II) complexes
(conversion 96-85%, selectivity 76-72%) in recent past [18,19].
In our very recent attempt, we converted cyclooctene with 86%
epoxide yield using a neutral nitrate bridged coordination
polymer of copper(II) containing a tridentate Schiff base as
catalyst [25]. Rayati et al. [22] studied the oxidation of cyclo-
octene with tert-BuOOH in the presence of electron-rich salen
type Schiff base copper(II) complexes, where the highest conv-

TABLE-6 
COMPARISON OF CATALYTIC EFFICACY OF THE COMPLEX 1 WITH OTHER REPORTED COPPER(II)  

CATALYSTS FOR THE OXIDATION OF STYRENE AND CYCLOOCTENE WITH tert-BUOOH IN CH3CN MEDIUM 

Conversion (%) 
Complexes 

Styrene Cyclooctene 
Ref. 

[Cu(L1)(H2O)](ClO4) 86 75 [16] 
[Cu(L2)] 75 75 [16] 
[Cu(L3)] 99 76 [16] 
[Cu2(L

4)2(µ2-1,1-N3)2] 82 78 [17] 
[CuL5(µ3-1,3-N3)]n 100 96 [18] 
[Cu(L6)(N3)] 98 95 [19] 
[Cu2(L

7)2(µ2-1,1-N3)2] [Cu(L8)(N3)] 96 90 [19] 
[Cu(L8)(N3)] 90 85 [19] 
[Cu{salnptn(3-OMe)2}] 97a 70b [22] 
[Cu(hnaphnptn)] 96a 70b [22] 
[Cu(HL9)(NO3)] 98 – [23] 
CuL10(µ -1,1-N3)]n – 86 [24] 
[Cu(L11)(µ-ONO2)]n – 88 [25] 
(CuLn, n = 1–4) 
[Cu2(salen)2] (1) 

– 
97 

69 
82 

[26] 
This work 

HL1 = 1-(N-ortho-hydroxy-acetophenimine)-2-methyl-pyridine, H2L
2 = N,N'-(2- hydroxy-propane-1,3-diyl)-bis-salicylideneimine, H2L

3 = N,N'-
(2,2-dimethyl-propane-1,3-diyl)-bis-salicylideneimine, L4 = 2-[1-(aminoethylimino)ethyl]-phenoxo ion, HL5 = 2-[1-(methylamino-ethylimino)-
methyl]-phenol, HL6 = 1-(N-5-methoxy-ortho-hydroxyacetophenimino)-2,2-dimethyl-aminoethane], HL7 = 1-(N-ortho-hydroxyacetophenimine)-
2,2'-diethyl-aminoethane, HL8 = 1-(N-salicylideneimino)-2-(N,N-diethyl)-aminoethane], H2{salnptn(3-OMe)2} = Schiff-base derived by the 
condensation of 2,2'-dimethylpropandiamine and 2-hydroxy-3-methoxybenzaldehyde, H2{hnaphnptn} = Schiff-base derived by the condensation of 
2,2'-dimethylpropandiamine and 2-hydroxy-1-naphthaldehyde, H2L

9 = 1-(N-ortho-hydroxyacetophenimine)-ethane-2-ol, HL10 = 1-(N-ortho-
hydroxyacetophenimine)-2-(N-ethyl)aminoethane, HL10 = 4-methoxy-2-[1-(methylaminoethylimino)methyl]-phenol, Schiff-base derived from the 
condensation of meso-1,2-diphenyl-1,2-ethylenediamine with various salicylaldehyde derivatives (x-salicylaldehyde for H2Ln, x = H (n = 1), 5-Br 
(n = 2), 5-Br-3-NO2 (n = 3) and 2-hydroxyacetophenone (n = 4); aFor 6 h, bFor 8 h 

 

[16]
[16]
[16]
[17]
[18]
[19]
[19]
[19]
[22]
[22]
[23]
[24]
[25]
[26]
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ersion was 70% after 8 h in acetonitrile media and epoxide
selectivity was 100% [22]. Abbasi et al. [26] demonstrated the
epoxidation of cyclooctene over a series of mononuclear and
dinuclear salen type copper(II) Schiff base complexes using
tert-BuOOH, where the highest conversion goes to 85% with
maximum 67% epoxide selectivity. Along with the epoxide,
the allylic oxidation product cyclooct-2-en-1-ol and cyclooct-
2-en-1-one were also obtained.

However, in present study, the conversion of cyclooctene
by complex 1 displayed favourable epoxide selectivity. We
studied some control experiments by varying the solvents, tem-
perature and the ratio of the oxidant to optimize the catalytic
reaction. Solvent polarity plays an important role for oxidation
reaction. The best performance of the catalyst was observed in
acetonitrile media. Due to the optimum polarity of acetonitrile,
it can dissolve both olefin and tert-BuOOH, which might be
facilitating the highest catalytic activity. A graphical represen-
tation of the relative efficacy of the catalyst 1 for the oxidation
of alkenes in different solvents is shown in Fig. 7. The efficiency
of catalyst followed the order: acetonitrile > acetone > chloroform
> dichloromethane (Table-7). We acquainted the reactions by
varying the temperature from room temperature to 75 ºC for
cyclooctene in acetonitrile to determine the optimum reaction
temperature (Fig. 8). The reaction profile clearly evidenced
that an optimum temperature of 65-70 ºC is needed to activate
the catalyst. Control experiments without using catalyst failed
to produce the desired product (Table-8). The conversion of
cyclooctene was only 4% in the absence of the catalyst. Simple
copper nitrate was compared with catalyst 1 to glimpse the
structural effect. Although the conversion was good (67%), it
showed poor epoxide selectivity (54%). The copper(II) binds
the peroxo-group on treatment with peroxides [27] to form
the pre-catalyst containing LxCu-OOH (where L= ligand),
which are capable of transferring the oxo-functionality to the
organic substrates to produce the oxidized products [28]. It is
our assumption that a similar kind of mechanism may be work-
able in this present case too. The coordination environment
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Fig. 7. Reaction prole for the oxidation of cyclooctene with tert-BuOOH
in different solvents over complex 1

TABLE-7 
HOMOGENEOUS OXIDATION OF CYCLOOCTENE 

CATALYZED BY THE COMPLEX 1 AT  
70 °C IN DIFFERENT SOLVENTS 

Yield of products (%) 
Solvent 

Reaction 
time (h) 

Conversion 
(wt.%) Epoxide Othersa 

CH3CN 24 82 68 14 
CHCl3 24 64 47 17 
CH2Cl2 24 62 46 16 
CH3OH 24 38 24 14 

Reaction conditions: Cyclooctene (10 mmol); catalysts (0.005 mmol); 
tert-BuOOH (20 mmol); acetonitrile (8 mL); aCyclooct-2-en-1-ol and 
cyclooct-2-en-1-one. 
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Fig. 8. Comparison of catalytic efficacy of complex 1 at different temperatures

TABLE-8 
CONTROL EXPERIMENTS IN OXIDATION OF  
CYCLOOCTENE WITH tert-BUOOH AT 70 °C 

Run Catalyst Conversion 
(wt%) 

Yield of 
epoxide (%) 

1 No catalyst 5 5 
2 Cu(NO3)2 67 36 
3 [Cu2(salen)2] (1) 82 68 

Reaction conditions: Cyclooctene (10 mmol); catalyst (0.005 mmol); 
tert-BuOOH (20 mmol); CH3CN (8 mL). 

 
around copper(II) is easily cognizable for an external ligand.
As a result, tert-BuOOH occupies enough space to bind copper
in the intermediate stages of the catalytic cycle.

Conclusion

In summary, a one neutral dimeric copper(II) complex
{µ-[2,2′-{ethane-1,2-diylbis[(azanylylidene) methanylylidene]}-
bis(phenolato)]}-{µ-[2,2′-{ethane-1,2-diylbis[(azanylylidene)-
methanylylidene]}bis(phenolato)]}dicopper(II) (1) with a
tetradentate Schiff base (NNOO) has been synthesized and
characterized by X-ray diffraction analysis and spectroscopic
studies. X-ray single crystal structure examination indicated
that the dimeic structure is embodied through congregation of
a tetradentate Schiff base (salen) with (NNOO) donor sets with
Cu···Cu separation 3.207 Å. A 3D network structure architects
involving dimeric units through C-H···π and π···π interactions
in the crystalline state. The variable-temperature magnetic
susceptibility measurement revealed an antiferromagnetic inter-
action between the copper(II) centers. The catalytic competency
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of complex 1 was studied in a series of solvents for the oxidation
of styrene and cyclooctene using tert-butyl-hydroperoxide
(TBHP) as an efficient oxidant under mild conditions. The
catalytic reaction mixture has been analyzed by gas chromato-
graphy and it displayed that the yield of the oxidation and its
selectivity is maximum in acetonitrile medium.

Supplementary material

Crystallographic data for the structural analysis has been
deposited with the Cambridge Crystallographic Data Centre
No. 1551353 for complex 1. Copy of the data can be obtained
free of charge from the Director, CCDC, 12 Union Road,
Cambridge CB2 1EZ, UK (fax: +44(0) 1223-336033; or e-
mail: deposit@ccdc.cam.ac.uk or http://www.ccdc.cam.ac.uk).
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a b s t r a c t 

This research work reports the synthesis, single crystal X-ray structure, catechol oxidation, 

fungicidal and antiproliferative activity of a newly synthesized copper(II) complex, [Cu( L ) 2 ]H 2 O 

. CH 3 OH ( 1 ) containing an azo-functionalized Schiff base, H L = 2-methoxy-6-((Z)-((4-((E)- 

phenyldiazenyl)phenyl)imino)methyl)phenol. The crystal structure analysis reveals that the Cu(II) 

centre exists in a highly distorted square planar geometry. The crystallize water and methanol form 

a strong intermolecular association through H-bonding. More importantly, the H atoms of the lattice 

water interact with the O atoms of ligand units leading to 5- and 6-membered cycles through the 

H-bonding network and distort the square planar geometry. The copper(II) complex has emerged as a 

bioinspired catalyst in the oxidative transformation of 3,5-di- tert -butylcatechol (DTBC) to o-benzoquinone 

in methanol with a high turnover number, 4.75 × 10 2 h –1 . Electrochemical analysis of the copper(II) 

complex in presence of DTBC recommends the generation of catechol/o-benzosemiquinone redox couple 

in the course of oxidation. The EPR spectral analysis of 1 in presence of DTBC was found silent and 

suggested the antiferromagnetic interaction between copper centre and benzosemiquinone species. The 

copper(II) complex turns out to be a potential fungicidal agent against clinical candida albicans and 

scanning electron microscope studies confirm the destruction of the fungal cell membrane with the 

deposition of copper. The IC 50 value of the copper complex was determined as 15 μg/mL which suggests 

the excellent antiproliferative potency of the synthetic compound against the breast cancer cell lines, 

MCF-7. 

© 2021 Elsevier B.V. All rights reserved. 

1. Introduction 

Nowadays, azo-functionalised Schiff bases grab special attention 

for their unique and versatile structural and functional properties 

[1-3] . Generally, azo-functionalised compounds are widely used in 

dye and pigment industries [ 4 , 5 ]. Besides that azo compounds ex- 

hibit remarkable importance in the medicinal and pharmaceutical 

field including biological sciences [6-8] . These compounds show 

∗ Corresponding author. 

E-mail address: bhaskarbiswas@nbu.ac.in (B. Biswas). 

important electronic reversibility in photo-isomerisation processes 

and they are employed to a greater extent in the development 

of functional materials, optical computing, and coordination com- 

pounds [9-12] . Azo-functionalized Schiff bases form stable coordi- 

nation compounds with interesting structural and functional prop- 

erties [13] . amongst the various coordination compounds, cop- 

per(II) complexes have been paid substantial attention for their 

stability in an aerobic environment, good reactivity in solutions 

and the interesting flexible geometry [14-20] . Being a d9 system, 

copper(II) ion undergoes Jahn-Teller distortion and imposes a dis- 

https://doi.org/10.1016/j.molstruc.2021.131057 
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tortion in coordination geometries which facilitates the catalytic 

routes for different organic transformations [21-23] . 

The copper complexes mediated catalytic transformation of or- 

ganic substrates in molecular oxygen environment increase expo- 

nentially using oxygen a sink of electrons (oxidase activity) as well 

incorporating oxygen atoms the product (oxygenase activity) or 

both [24-27] . In the biological world, copper ions in the coordina- 

tion of various bio-ligands exist in the functional core of different 

metalloproteins [28-30] . At present different scientific groups are 

actively engrossed in the catalytic oxidations of organic substrates 

based on synthetic copper(II) based coordination compounds [31- 

34] . In light of a better understanding of metalloenzymes me- 

diated biological oxidation and the emergence of novel antibi- 

otics with potential resistance, it is of great importance to design 

novel antibiotics, which would destroy the lipid layer as well as 

the cell membrane of the pathogen with high selectivity [ 35 , 36 ]. 

In this perspective, copper-based coordination compounds hold a 

great promise to provide future alternatives to the existed antibi- 

otics [ 37 , 38 ]. In the context of newly designed copper(II) com- 

plexes with high catalytic activities and potential therapeutic val- 

ues, this research study describes the synthesis, structural charac- 

terization and catalytic catecholase activity of a newly synthesized 

square planar copper(II)-Schiff base complex. The fungicidal prop- 

erty against candida albicans and the antitumor activity towards 

the breast cancer MCF-7 cell lines has also been delineated. 

2. Experimental 

2.1. Preparation of the SCHIFF base and copper(II) complex 

(a) Chemicals, solvents and starting materials 

Highly pure 2-hydroxy-3-methoxybenzaldehyde (Alfa Aeser, 

UK), aniline (Merck, India), copper acetate monohydrate (Thomas 

Baker, India) and other reagents were purchased from respective 

suppliers. All the reagents and chemicals were of analytical grade. 

The solvents of spectroscopic grade were used to study the bio- 

inspired oxidation of catechol. 

(b) Synthesis of the Schiff base and copper(II) complex 

4-aminoazobenzene was prepared by using a previously re- 

ported well-established synthetic procedure [39] . 2-hydroxy-3- 

methoxy benzaldehyde (1.52 g, 10 mmol) was condensed with 4- 

aminoazobenzene (1.97 g, 10 mmol) under reflux for 8 hr in EtOH. 

The Schiff base was extracted as a reddish-orange crystalline prod- 

uct and dried in a vacuum desiccator. 

Then, the yellowish brown coloured gummy product was 

extracted and stored in vaccuo over CaCl 2 for use. Yield: 0.317 g 

(~90.8%). Anal. Calc. for C 20 H 17 N 3 O 2 (H L ): C, 72.49; H, 5.17; N, 

12.68; Found: C, 72.53; H, 5.20; N, 12.75. IR (KBr, cm 

–1 ; Fig. S1): 

3446 ( νOH2 ), 1618, 1593 ( νC = N ), 1468 ( νN = N ), 1260 ( νPh -O ); UV–

Vis ( λmax , nm; Fig. S2): 224, 356; 1 H NMR ( δ ppm, 400 Mz, CDCl 3 ; 

Fig. S3) δ = 12.90 (s, 1H), 9.06 (s, 1H), 6.91–8.04 (Ar-H, 12H), 3.88 

(s, 3H) ppm. 13 C NMR (400 MHz,CDCl 3; Fig. S4): 206.9,192.4 

(C-N = N-C); 164.90 (HC = N); 153.31,152.91,151.31,150.84(Ar- 

OH);148.85,143.27(Ar-N = C);131.98,129.94,125.60, 124.42, 

123.0,122.94,120.57,119.78,118.0,116.40,113.84(Ar-C); 56.50, 40.55, 

39.93,31.10 (–OCH 3 ). 

The copper(II) complex containing azo-functionalized Schiff

base was synthesized through the reaction of Cu(OAc) 2 (0.199 g, 

1 mmol) with HL (0.69 g, 2 mmol) in MeOH-DCM solvent mixture. 

The reaction solution turned instantly to deep brown upon drop- 

wise addition of Cu(OAc) 2 to HL and the total solution was stirring 

for 30 mins. The resultant solution was filtered and kept for slow 

evaporation. After a week, a green crystalline product of the cop- 

per complex was separated. The compound was dried over silica 

gel. 

Yield of 1 : 0.775 g (~86.4%) Anal. calc. for C 41 H 38 N 6 O 6 Cu ( 1 ): C, 

63.60; H, 4.95; N, 10.85; Found: C, 63.65; H, 4.91; N, 10.89. IR (KBr 

pellet, cm 

−1 ; Fig. S5): 3379 ( νOH ), 1616,1581 ( νC = N ), 1437 ( νN = N ), 
1252 ( νPh -O ); UV–Vis (1 × 10 –4 M, λmax (abs), nm, MeOH; Fig. S2): 

230, 346. 

2.2. Physical measurements 

FTIR-8400S SHIMADZU spectrometer (Shimadzu, Kyoto, Japan) 

was employed to record IR spectra (KBr) of Schiff base and 1 

ranging 40 0–360 0 cm 

–1 . 1 H and 13 C NMR spectra of the ligand 

(H L ) were obtained on a Bruker Advance 400 MHz spectrome- 

ter (Bruker, Massachusetts, USA) in CDCl 3 at 298 K. Steady-state 

absorption and other spectral data were obtained on a JASCO 

V-730 UV–Vis spectrophotometer (Jasco, Tokyo, Japan). A Perkin 

Elmer 2400 CHN microanalyser (Perkin Elmer, Waltham, USA) was 

used to perform the elemental analysis. X-band EPR spectra were 

recorded on a Magnettech GmbH MiniScope MS400 spectrometer 

(equipped with temperature controller TC H03, Magnettech, Berlin, 

Germany), where the microwave frequency was measured with an 

FC400 frequency counter. The electroanalytical instrument, BASi 

Epsilon-EC was employed for recoding the cyclic voltammograms 

in CH 2 Cl 2 solutions. The BASi platinum working electrode, plat- 

inum auxiliary electrode, Ag/AgCl reference electrode were used 

for the measurements. Field emission scanning microcopy images 

of the fungal species in presence and absence of the copper com- 

plex was recorded with JSM-IT800 FESEM, Japan. 

2.3. Crystal structure determination and refinement 

X-ray diffraction data of 1 were collected using a Rigaku XtaLAB 

Mini diffractometer equipped with Mercury 375R (2 × 2 bin mode) 

CCD detector. The data were collected with a graphite monochro- 

mated Mo-K α radiation ( λ= 0.71073 Å) at 150 K using ω scans. The 

data were reduced using CrysAlisPro 1.171.39.7f [40] and the space 

group determination was done using Olex2. The structure was re- 

solved by the dual space method using SHELXT-2015 [41] and re- 

fined by full-matrix least-squares procedures using the SHELXL- 

2015 [42] software package through the OLEX2 suite [43] . The 

observed R int is high as the crystals of the copper(II) complex 

weren’t diffracted to a great extent. Further, as a d-block metal, 

copper absorbs x-ray sometimes leading to additional residual den- 

sity around copper. This fact accounts for the presence of residual 

density around the copper ion in this structure. 

2.4. Catecholase activity of the copper(II) complex ( 1 ) 

The catecholase activity was examined by the treatment of 

1 × 10 −4 M solution of Cu(II) complex with 1 × 10 −3 M of 3,5- 

di- tert -butylcatechol (DTBC) in methanol under an aerobic atmo- 

sphere. absorbence vs. wavelength (wavelength scans) of the solu- 

tion was monitored through a spectrophotometer at a regular time 

interval of 8 minutes for ~1.6 h in the wavelength range from 300–

600 nm [44-45] . All the experiments were performed under aero- 

bic conditions at room temperature. 

Kinetic experiments were also performed with a spectropho- 

tometer to determine the efficiency of catalytic oxidation of DTBC 

by the Cu(II) complex in MeOH [44-45] . The kinetics of cat- 

alytic transformation of DTBC was performed following the ini- 

tial rate method. The catalytic oxidation was monitored as a func- 

tion of time on the growth of the o-quinone species at 398 nm 

[46] . 0.04 mL of the solution of copper complex with a con- 

stant concentration of 1 × 10–3 M was added to 2 mL solution 

of DTBC of a particular concentration (varying its concentration 

from 1 × 10 –3 M to 1 × 10 –2 M) to achieve the ultimate concen- 

tration as 1 × 10 –3 M. The conversion of DTBC to 3,5-di- tert -o- 
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butylquinone was monitored with time at a wavelength 398 nm 

(time scan) in MeOH [44-47] . To determine the dependence of 

rate on substrate concentration, kinetic analyses were performed 

in triplicate. 

The involvement of aerobic oxygen in the oxidation of DTBC 

was examined by the presence of hydrogen peroxide following a 

reported procedure [47] . In the oxidation of DTBC in MeOH, H 2 SO 4 

was added to reach pH 2 of the solution. After a certain time, 

the water of equal volume was further supplied to stop the oxi- 

dation. The o-quinone species were isolated using DCM as an ex- 

tractant. 10 % KI solution (1 mL) and 3% ammonium molybdate so- 

lution were added to the aqueous layer. The development of I 3 
−

was monitored through a spectrophotometer to examine the for- 

mation of I 3 
− band ( λmax = 353 nm) which reveals the production 

of hydrogen peroxide in the course of catalytic oxidation. 

Fungicidal susceptibility studies 

The fungicidal activity of the copper complex was performed 

against clinical candida albicans . 

2.5.1. Clinical cultures and culture media 

The fungicidal property of the copper complex was tested 

against clinical candida albicans . The microbial cultures were pro- 

cured from the government medical college from Tiruchirappalli, 

Tamil Nadu. Muller-Hinton agar media of Himedia Pvt., India was 

used for the media. The fungicidal activity was evaluated employ- 

ing the Himedia zone reader. 

2.5.2. Inoculums preparation 

A 100μL of clinical C. albicans organisms was inoculated in 

5.0 mL of sterile nutrient broth (NB) media, PDB (Potato dextrose 

broth) and incubated at 37 °C for 24 h. 200μL of the fresh cul- 
ture of the C. albicans was dispensed into 30 mL sterile nutrient 

broth and incubated 24 h to standardize the culture to 10 8 CFU/ml 

(colony forming units). 

2.5.3. Agar well diffusion method (Kirby-Bauer method) 

The fungicidal activity of the copper complex and a standard 

marketed drug (Fluconazole-100 mg/2 mL) was studied initially 

by using the agar well plate method. C. albicans inoculum was 

prepared by using sterile nutrient broth media. Mueller Hinton 

agar double strength media were made by autoclaving 0.760 g in 

100 ml. Standardized inoculums inoculate the test microorganisms 

on the Mueller Hinton agar plates by using sterile cotton swabs. 

Four 8 mm diameter agar wells were prepared using sterile cork- 

borer, and copper complex 0.1 ml (50 mg/ml) and 0.1 ml Fluoca- 

zole (10 mg/ml) were placed on agar well using micropipette un- 

der aseptic conditions. Sterile water was used as a negative control. 

Agar plates were incubated for 30 min at the refrigerator to diffuse 

the formulation into the agar, and finally, plates were incubated at 

37 ̊C for 24 h. Antifungal activity was evaluated by using the Hi- 

media zone reader. 

Preparation of stock solutions for MIC was done following the 

equation 1. 

Weight of the powder (mg) = 

Volumeofsolution ( mL ) × Concentration ( mg / L ) 

The potency of powder ( mg/g ) 
(1) 

2.5.3. Determination of minimum inhibitory concentration (MIC) for 

copper complex against clinical C. albicans 

The method of micro-dilution was used to establish the an- 

tibacterial potential of the copper complex and respective controls. 

A spectrophotometer (OD595 = 0.22) equivalent to 10 8 CFU/mL 

used to fix the bacterial cultures to 0.22 optical density at 595 nm. 

Different concentrations of copper complex (100, 50, 25, 12.5, 

6.25 mg/mL) and the standard drug, fluconazole (50, 25, 12.5, 6.25, 

3.125, 1.5625 mg/mL) were added to the respective controls in 

2.0 mL MIC tubes. 10 8 CFU/ml 100 μL of the tested were added 

into each MIC test tube. MIC tubes were incubated overnight at 

37 °C for 24 h. 

2.5.4. Antifungal activity of copper(II) complex using scanning 

electronic microscope 

To examine the mode of action of copper(II) complex on the 

fungal species, fungi cultures were obtained from MIC samples and 

centrifuged. Thereafter, the fungi cells were collected and sputter- 

coated with a thin layer of gold-palladium. The coated fungal cells 

were fixed on a glass coverslip and observed under a scanning 

electron microscope. 

2.6. Antiproliferative activity of the copper complex 

2.6.1. Chemical and reagents for antitumor activity 

Dulbecco’s Modified Eagle’s Medium (DMEM), streptomycin, 

penicillin-G, L-glutamine, phosphate-buffered saline, (3-[4,5- 

dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide; MTT), 

ethylene diamine tetraacetic acid (EDTA), ethanol, and dimethyl 

sulfoxide (DMSO) were purchased from Sigma Aldrich Chemicals 

Pvt. Ltd (India). All other chemicals were of analytical grade and 

purchased from Himedia Laboratories Pvt. Ltd. India. 

2.6.2. Cell culture maintenance 

Human breast cancer MCF-7 cell lines were procured from the 

cell repository of the National Centre for Cell Sciences (NCCS), 

Pune, India. DMEM was used for maintaining the cell line which 

was supplemented with 10% fetal Bovine Serum (FBS). The peni- 

cillin (100 μg/mL), and streptomycin (100 μg/mL) was added to 

the medium to prevent the microbial contamination. The medium 

constituting the cell lines was maintained in a humidified environ- 

ment with 5% CO 2 at 37 °C. 

2.6.3. MTT assay 

The cytotoxicity of the copper complex on the breast cancer 

cell lines, MCF-7 was determined through 3-[4,5-dimethylthiazol- 

2-yl]-2,5-diphenyltetrazolium bromide (MTT) assay employing the 

method reported by Mosmann et al (1983). 

50 mg of MTT dye was dissolved in 10 mL of PBS. After vor- 

texing for 1 min, it was filtered through 0.45 microfilters. The bot- 

tle was wrapped with aluminium foil to prevent light, as MTT was 

light-sensitive. The preparation was stored at 4 °C. 
Cell viability assay for MCF-7 viable cells was harvested and 

counted using a hemocytometer and diluted in DMEM medium to 

reach a density of 1 × 10 4 cells/mL which were seeded in 96 well 

plates for each well and incubated for 24 h to allow attachment. 

After MCF-7 cells treated with control and the containing differ- 

ent concentrations of copper complex 5 to 30 μg/ml were applied 

to each well. MCF-7cells were incubated at 37 °C in a humidified 

95% air and 5% CO 2 incubator for 24 h. After incubation, the drug- 

containing cells wash with a fresh culture medium and the MTT 

(5 mg/ml in PBS) dye was added to each well, followed by incu- 

bated for another 4 h at 37 °C. The purple precipitated formazan 

formed was dissolved in 100 μl of concentrated DMSO and the cell 

viability was absorbence and measured 540 nm using a multi-well 

plate reader. The results were expressed at the percentage of sta- 

ble cells to the control. The half-maximal inhibitory concentration 

(IC 50 ) values were calculated and the optimum doses were anal- 

ysed at the different periods. 
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Scheme 1. Synthetic route for the copper(II) complex. 

Inhibitory of call proliferation ( % ) = 

Mean absorbence of the control − Mean absorbense of the sample 

Mean absorbence of the control 

×10 

The IC 50 values were determined from the dose-responsive 

curve of the copper complex. All experiments were performed at 

least three times in triplicate. The values are expressed as mean ±
SD. The statistical comparisons were performed by one-way analy- 

sis of variance (ANOVA) followed by Duncan’s Multiple Range Test 

(DMRT), using SPSS version 12.0 for windows (SPSS Inc. Chicago; 

http://www.spss.com ). The values are considered statistically sig- 

nificant if the p-value was less than 0.05. 

3. Results and discussion 

3.1. Design, synthesis and formulation of the Schiff base (HL) and 

copper(II) complex (1) 

The azo-functionalized Schiff base (H L ) was synthesized by a 

reaction between 4-aminoazobenzene and 2-hydroxy-3-methoxy 

benzaldehyde under refluxing conditions. The copper(II)-Schiff

base complex was synthesized by reacting copper(II) acetate with 

H L in 1:2 mole ratio in a methanol medium. The synthetic pro- 

cedure is shown in Scheme 1 . Attempts were also made to de- 

velop the different structural composition of the copper(II)-Schiff

base complex, perhaps we were unsuccessful to produce the dif- 

ferent structure. Both the Schiff base and the copper(II) complex 

are soluble in polar solvents like methanol, ethanol, acetonitrile, 

chloroform etc. 

3.2. Description of crystal structure and non-covalent interactions 

The crystal structural analysis reveals that the copper complex 

crystallizes in a monoclinic system with a P 2 1 /c space group. The 

ORTEP diagram of the Cu(II) complex is displayed in Fig. 1 . The 

crystallographic refinement parameter is summarized in Table 1 

and bond angles, and bond distances are given in Table 2 . The azo- 

functionalized Schiff base contains three donor centres in associ- 

ation with an azo group, however, during coordination two donor 

centres of one ligand unit coordinate with the copper(II) centre ion 

as a bidentate chelator. The copper(II) complex adopts two units 

of coordinated Schiff base and exists in a highly distorted square 

planar coordination geometry. The deviation of copper(II) centric 

average bond angles ( � L–M–L, 94.23) from the tetrahedral geome- 

try is found larger while the average bond angles around copper(II) 

centre ( � L–M–L, 94.23) are closer to the average value of an ideal 

square planar geometry ( Table 2 ). Therefore, bond angle measure- 

ments around the copper centre support the existence of a square 

planar geometry. 

To understand the cause of distortion, the effect of solvate 

molecules and the presence of noncovalent interactions in the 

Fig. 1. Ball and stick drawing of the copper(II) complex with 30% probability. The 

hydrogen atoms and the solvent molecules are removed for clarity. 

Table 1 

Crystallographic data and structure refinement pa- 

rameters for 1 . 

Parameters 1 

Empirical formula C 41 H 38 N 6 O 6 Cu 

Formula weight 774.31 

Temperature (K) 150 

Crystal system Monoclinic 

Space group P 2 1 /c 

a ( ̊A) 16.104(2) 

b ( ̊A) 18.584(2) 

c ( ̊A) 13.265(2) 

Volume ( ̊A 3 ) 3748.4(9) 

Z 4 

ρ (gcm 

–3 ) 1.3721 

μ (mm 

–1 ) 0.639 

F (000) 1612 

R int 0.181 

θ ranges ( °) 2.6–25 

Number of unique reflections 6579 

Total number of reflections 32,338 

Final R indices 0.0750, 0.2230 

Largest peak and hole (eA ̊−3 ) 1.00, -0.63 

crystalline architectures of the copper complex were examined. 

It was observed that the crystallized water and methanol form 

a very strong intermolecular H-bonding network with the copper 

complex ranging from 1.91 Å to 2.11 Å (Fig. S6). Investigation of 

the self-assembly of the copper complex exhibits that methanol- 
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Table 2 

Bond angles and bond distances value of Cu(II) complex. 

Bond distances ( ̊A) 

Cu1 –O2 1.894(3) Cu1- O4 1.890(3) 

Cu1 –N1 1.985(3) Cu1 - N4 1.978(3) 

Bond angles ( o ) 

� O2-Cu1-O4 88.79(13) � O4-Cu1-N1 145.64(14) 

� O2-Cu1-N1 93.17(14) � O4-Cu1-N4 94.78(13) 

� O2 -Cu1-N4 150.08(14) � N1-Cu1-N4 100.19(14) 

Fig. 2. OH (pink dash lines) and C–H …π (green dashed lines) mediated formation 

of a supramolecular architecture for the copper(II) complex. (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

OH(H6A) acts as an acceptor towards the oxygen of water (O5) 

while the O5 atom behaves as a donor to develop a strong inter- 

molecular association between the crystallized water and methanol 

molecules (Fig. S6). Furthermore, the hydrogen atoms of water 

(H5A and H5B) play a key role in causing a high distortion in 

the molecules. Two H-atoms of water strongly hold two units of 

azo-functionalized Schiff base separately through the strong inter- 

molecular network (H5A 

…O3, 2.14 Å; H5A 

…O4, 2.45 Å; H5B …O1, 

2.45 Å; H5B …O2, 2.11 Å, Fig. 2 , Table S1). More captivatingly, the 

Hs of O5 in the crystallized water form two 5-member cyclic rings 

with the phenoxo-O and methoxy-O of the ligand units and as 

a result a 6-member cycle is also formed with the copper cen- 

tre coordinated by the phenoxo-O ( Fig. 2 ). This intermolecular H- 

bonded network amongst the crystallize solvate molecules and lig- 

and units account for the cause of high distortion in the chelating 

ligands during coordination. It is further documented that for the 

involvement of strong intermolecular H-bonding in ligand units, 

the methoxy-O didn’t coordinate with the copper centre. 

A close look at the nature of non-covalent interactions suggests 

that the mononuclear copper(II) complex interacts with another 

complex unit through strong O 

…H and C–H 

…π and seems to be 

a complex dimer ( Fig. 2 , Table S2). This complex dimer is further 

extended and stabilized through the intermolecular C–H 

…π inter- 

actions between the azo-linked phenyl-C–H and the terminal cen- 

troid of the azo-linked phenyl ring. The H of the methyl group adds 

more stabilization energy to the complex dimer through another 

Scheme 2. Catalytic oxidation of DTBC to DTBQ. 

set of C–H 

…π interactions in the crystalline phase ( Fig. 2 , Table 

S2). 

The Hirshfeld surface analysis of the copper(II) complex over a 

definite d norm 

was calculated with Crystal Explorer software. The 

surface volume and area are calculated as 963.85 Å 

3 and 687.91 

Å 

2 . The red highlighted spots indicate the d norm 

area and present 

close non-covalent interactions in the copper complex with its sur- 

rounding molecules (Fig. S7). The contribution of each element in 

the non-covalent interactions is given in Table S3. The blue area in 

d norm 

cites important C–H 

…π interactions between the azo-linked 

phenyl centroid with the H of C-attached to phenyl and methyl 

groups. The white denotes no interaction. The interactions in the 

copper(II) complex is displayed in Fingerprint plots (Fig. S8). 

3.3. Solution property of the Schiff base and copper(II) complex 

The Schiff base exhibit characteristic electronic transitions at 

224 and 356 nm while the copper(II) complex displayed the elec- 

tronic bands at 230 and 346 nm in methanol at room tempera- 

ture. The electronic bands at 224 and 365 nm in the Schiff base are 

assignable to the presence of π→ π ∗ and charge transfer (CT) tran- 

sitions respectively. The lower energetic electronic band at 346 nm 

gets blue-shifted in the complex and is attributed to the CT band 

from PhO 

– → Cu(II) centre exhibited electronic bands at 238, 283 

and 400 nm. The electronic spectra are displayed in Fig. S2. The ap- 

pearance of the characteristic electronic bands for the Schiff base 

and copper complex are in good agreement with the previously 

reported values of electronic transitions [ 4 8 , 4 9 ]. The high resolu- 

tion mass spectrum was recorded in methanol at room tempera- 

ture to reveal the purity and homogeneity of copper complex in 

solution. The spectrum is displayed in Fig. S9. The mass spectrum 

shows a characteristic peak at 723.21 m/z which ensures the ex- 

istence of the tetracoordinate copper(II) complex with its struc- 

tural integrity and suggests the homogeneity of the compound 

in MeOH. 

3.4. Catecholase activity of the copper(II) complex ( 1 ) 

The catecholase activity of the copper(II) complex has been ex- 

amined by considering 3,5-di- tert -butyl catechol (DTBC) as a model 

substrate. DTBC contains two bulky t -butyl substituents at the 

phenyl ring and helps to lower down the quinone-catechol reduc- 

tion potential. The low quinone-catechol reduction potential facil- 

itates the oxidation of catechol to the corresponding o -quinone, 

DTBQ under ambient reaction conditions ( Scheme 2 ). It is well doc- 

umented that DTBQ is quite stable in solution and displays a char- 

acteristic absorption peak at 401 nm in methanol [50] . 

The nature of changes of the spectral bands during the catalytic 

oxidation was monitored with a UV–Vis spectrophotometer for a 

period of 1.6 h ( Fig. 3 ). The copper complex displays a character- 

istic electronic transition at 346 nm. Upon addition of the Cu(II) 

complex to the solution of DTBC, a new electronic band at 398 nm 

was started to develop with increasing absorbence ( Fig. 3 ). The rise 

of the optical band at 398 nm is a definite sign of the oxidation of 

DTBC in MeOH [ 51 , 52 ]. The appearance of this new electronic band 

at 398 nm in the spectrophotometric scan is assignable to the pro- 

duction of the o-benzoquinone species in MeOH. 
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Fig. 3. Rise of a new electronic band at 398 nm upon addition of copper complex 

1 to DTBC in MeOH with a time interval of 8 mins. Inset: Time vs absorbence plot 

at 398 nm. 

Fig. 4. Left: Cyclic voltammogram of the copper(II) complex 1 in CH 2 Cl 2 ; Right: 

Cyclic voltammogram of copper(II) complex 1 in presence of DTBC under molecular 

oxygen atmosphere in CH 2 Cl 2 . 

The kinetics for the catalytic oxidation of DTBC was studied to 

determine the catalytic performance of the copper(II) complex. The 

kinetic parameter of the catalytic oxidation of DTBC was evalu- 

ated employing the method of the initial rate. The growth of o- 

benzoquinone was monitored as a function of time with respect to 

398 nm (Fig. S10) [53] . The nature of oxidation kinetics was exam- 

ined by plotting the rate constants vs. concentration of DTBC and 

shown in Fig. S10. The first order saturation kinetics of the oxida- 

tion reaction seems to be suitable in the Michaelis–Menten model 

and can be expressed as the Eq. (2) : 

V = 

V max [ S ] 

KM + [ S ] 
(2) 

Where, V indicates the rate of oxidation reaction, K m 

denotes 

the Michaelis-Mentenconstant , V max presents the maximum veloc- 

ity of the reaction, and [ S ] is the concentration of the DTBC. 

The values of kinetics parameters were determined from 

Michaelis −Menten equation as V max (MS −1 ) = 1.32 × 10 −4 ; 

K M 

= 4.52 × 10 −3 [Std. Error for V max (MS −1 ) = 7.79 × 10 −5 ; Std. 

Error for K m 

(M) = 4.53 × 10 −4 ]. The catalytic efficiency for the cat- 

alytic oxidation of DTBC was determined as k cat /K M 

= 1.05 × 10 5 . 

The redox activities of the copper complex and its activities to- 

ward the biomimetics of the catecholase activities were studied by 

electrochemical analysis in CH 2 Cl 2 at 295 K. The redox behaviour 

of the copper complex was recorded using ferrocenium/ferrocene 

(Fc + /Fc) reference under aerobic atmosphere. The cyclic voltam- 

mograms are illustrated in Fig. 4 . The copper(II) complex exhibits 

a quasi-reversible cathodic wave at -1.13 V due to Cu 2 + /Cu + re- 
dox species in solution. The anodic peak appears at + 0.70 V due 

to phenoxide/phenoxide anion radical(O 

−/O •−) redox couple and 

Table 3 

Comparison of k cat (h 
−1 ) values for catalytic oxidation of DTBC by reported cop- 

per(II) compounds and 1 . 

Complex k cat (h 
−1 )(Solvent) CCDC No Ref 

[Cu(dpa) 2 NCS] 2 
[Cu(dpa) 2 (NCS) 2 ](ClO4 ) 2 

4788 (CH 3 OH) 1456703 [51] 

[Cu 2 (L 
1 ∗SSL 1 ∗)](BF 4 ) 4 6.90 × 10 3 (CH 3 CN) - [52] 

[Cu(phen)(OH 2 ) 2 (NO 3 )](NO 3 ) 3.91 × 10 3 (CH 3 OH) 1061531 [53] 

[Cu(2,2 -́bpy)Cl 2 ] 2.08 × 10 3 (CH 3 OH) 1524681 [45c] 

[Cu(2,2 -́bpy) 2 (OAc)] 
+ 1.83 × 10 3 (CH 3 OH) 1513638 [54] 

[Cu( L ) 2 ] 4.75 × 10 2 (CH 3 OH) 2046277 This 

work 

the peak at -0.11 V is for the deposition of copper. The cate- 

cholase activity was authenticated by the change in cyclic voltam- 

mograms of the copper complex in presence of DTBC in CH 2 Cl 2 at 

295 K. Cyclic voltammograms of the copper complex in presence 

of DTBC produces an anodic peak at -0.30 V perhaps the cathodic 

wave of Cu 2 + /Cu + couple was disappeared. This peak is a definite 

sign of the oxidation of DTBC. Therefore, this peak is assignable to 

cat/sq redox couple (cat = catechol, sq = o-benzosemiquinone and 

isq = o-iminobenzosemiquinone). The disappearance of Cu 2 + /Cu + 

peak indicates the involvement of Cu 2 + in the oxidation processes. 
This metal-mediated oxidation of DTBC was also authenticated by 

the EPR spectral analysis. The copper complex gives a four-line hy- 

perfine structure at g = 2.13 due to 63,65 Cu in CH 2 Cl 2 at 295 K 

(Fig. S11). However, in the presence of DTBC, the metal com- 

plex becomes EPR silent (Fig. S12). This is due to the antiferro- 

magnetic coupling between the copper centre and semiquinone 

species. These experiments strongly support the metal-mediated 

oxidation of DTBC. Further, the fate of molecular oxygen in the 

oxidation of DTBC was examined through the production of hy- 

drogen peroxide in solution [ 37 , 38 ] . An electronic band at λmax 

353 nm confirmed the development of hydrogen peroxide in the 

course of catalytic oxidation and thereby, ensured the transfor- 

mation of molecular oxygen to H 2 O 2 in the catalytic oxidation of 

DTBC. Furthermore, the retention of structural identity of the cop- 

per(II) complex was confirmed in the catalytic oxidation of DTBC 

by measuring the UV–vis spectrum of the solution after separating 

the oxidation product. The solution containing the copper complex 

as catalyst produces similar kind of electronic bands at 233 and 

350 nm (Fig. S13) as like the electronic bands of the original cop- 

per complex displayed in methanol and ensures the retention of 

structural identity in catalytic oxidation of DTBC. Therefore, based 

on the experimental outcomes, a plausible mechanistic cycle for 

the catalytic oxidation of DTBC may be proposed according to the 

following scheme 3 . A comparison of catalytic oxidation of DTBC 

by this Cu(II) complex with some other reported Cu(II) complexes 

is furnished in Table 3 [51-54] . 

3.6. Fungicidal activity of the Cu(II)-Schiff base complex 

The fungicidal activity of the copper complex was assessed with 

a well diffusion method against the fungi candida albicans . The re- 

sults of the inhibition zone diameters are shown in Table S4. The 

antifungal efficiency for the Cu(II) complex was determined by cal- 

culating MIC on candida albicans . The minimum inhibitory con- 

centration ( MIC) value was estimated as 230 μg/mL for the cop- 

per(II) complex. Scientific literature suggest that the Cu(II) com- 

plex is quite competent to inhibit the growth of candida albicans . 

Under a similar experimental condition, the standard fluconazole 

shows the MIC value of 6.25 μg/mL (Table S5). The MIC value sug- 

gests a good fungicidal potency for the inhibition of the growth 

of c. albicans fungal species under experimental conditions. To un- 

derstand the origin of fungicidal activity of the copper(II) com- 

plex, field emission scanning electron microscopy (FESEM) image 
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Scheme 3. Plausible mechanistic cycle for catecholase activity of the copper complex. 

Fig. 5. Morphological changes in candida albicans upon treated with the Cu(II) com- 

plex. 

was recorded for the candida albicans upon treatment with cop- 

per(II) complex. The recorded SEM micrographs of candida albicans 

cells are shown in Fig. 5 . Commonly, the candida albicans fungal 

species was found as nearly spherical-shaped cell morphology with 

smooth and intact cell walls. It is well observed that the number 

of candida albicans was remarkably decreased, and clusterized. The 

cell walls of the fungal species candida albicans became damaged 

and shrinked upon the interaction of the Cu(II) complex with the 

fungi [ 55 , 56 ]. Most captivatingly, the presence of elemental copper 

was detected on the cell wall of candida albicans through the en- 

ergy dispersive X-ray spectroscopy (Fig. S14) and is shown as the 

orange coloured mark in Fig. 5 . Truly, the presence of elemental 

copper on cell wall is a remarkable phenomenon to report and in 

very limited cases, such type of observation was noted. 

3.7. Antiproliferative activity of the Cu(II)-Schiff base complex 

MTT assay was employed to determine the cytotoxic effect of 

the copper(II) complex on MCF-7 cell lines. The breast cancer cell 

lines, MCF-7 were treated with the copper(II) complex in a dose 

dependant manner varying the concentration 5 to 30 μg per ml 

for 24 h. The results are expressed as a percentage of the control 

value in presenting as a cell cytotoxicity ratio for MCF-7 cells and 

displayed in Fig. 6 . The IC 50 value for the copper complex was de- 

termined as 15 μg/mL against MCF-7 cells for 24 h. It is well docu- 

mented that (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium 

bromide is a water soluble tetrazolium salt yielding a yellowish 

solution when prepared in media. The yellow coloured MTT is re- 

duced by mitochondrial dehydrogenase of viable cells yielding a 

measurable purple formation product. The viable cells consist of 

NADPH-dependant reductase and reduce the MTT reagent to for- 

mazon with the development of deep purple formazon species. 

Thereafter, the absorbence of formazon solution was measured by 

plate reader to examine the cytotoxic effects of the copper com- 

plex. The induced morphological changes in MCF-7 cells by Cu(II) 

complex ( Fig. 7 ) leads to the shrinkage, detachment and membrane 

blebbing which suggests the high anti-proliferative potency of the 

copper complex. 
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Fig. 6. Cellular viability of breast cancer cell lines, MCF-7 cells treated with cop- 

per(II) complex in a dose dependant manner for 24 h employing MTT assay. 

Fig. 7. Photomicrograph (40 ×) represents morphological changes in MCF-7 cells 

such as shrinkage, detachment, membrane blebbing and distorted shape induced by 

Cu(II) complex (10 and 15 μg/mL for 24 h) as compared with control. Control cells 

showed normal intact cell morphology and their images were captured by light mi- 

croscope. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

In true sense, the introduction of the azo-functionalized 

copper(II)-Schiff base complex helps to develop reactive oxygen 

species (ROS) in the lipid peroxidase in MCF-7 cells. Consequently, 

the redox active copper complex generates more reactive free rad- 

icals which involve in the destruction of membrane lipid of MCF-7 

cells. This phenomenon accounts for the detachment and shrinkage 

of the normal cells and increases the apoptosis of MCF-7 cells. This 

observation is also supported by previously reported anti-tumour 

activities induced by copper complexes [ 55 , 56 ]. 

4. Conclusions 

This research work deals with the synthesis, crystal struc- 

ture, bio-mimics of catecholase, antifungal and antitumor activ- 

ity of a newly designed copper(II) complex containing an azo- 

functionalized Schiff base. The copper(II) centre adopts a dis- 

torted square planar geometry. The strong association of lattice 

water with the ligand units through very strong intermolecular H- 

bonding interaction induces a large distortion in the square pla- 

nar complex. The copper(II) complex exhibits a good catalytic ac- 

tivity with a high turnover number, 4.75 × 10 2 h –1 towards the 

catalytic oxidation of DTBC in methanol. Electrochemical, EPR and 

spectrophotometric spectral studies of the copper(II) complex in 

presence of DTBC suggest the copper(II) mediation catalytic oxi- 

dation of DTBC. The copper(II) complex turns out to be a potential 

fungicidal agent against clinical candida albicans and scanning elec- 

tron microscope studies confirm the destruction of the fungal cell 

membrane with the deposition of copper. In vitro study of cyto- 

toxicity of the copper complex towards the breast cancer, MCF-7 

cell lines account for its excellent antiproliferative potency at IC 50 
value, 15 μg/mL for 24 h. The synthesis of azo-functionalized Schiff

base and it’s copper(II) complex will certainly enrich the molecu- 

lar library having solvent-induced distortion in copper(II) complex 

with important catalytic and biological activities 
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A B S T R A C T   

A cis-dichloro copper(II) complex with a novel tridentate thiomethyl substituted imidazole based Schiff base 
ligand L, obtained from 2-methylthioaniline and 2-imidazolecarboxaldehyde, has been synthesized and char-
acterized by spectroscopic methods and X-ray crystallography. The crystal structure of the complex shows a 
distorted square-pyramidal environment around the copper(II) centre, coordinated by the tridentate ligand L and 
two cis-chloride ligands (one axial and another equatorial). The supramolecular framework, connected through 
several intermolecular noncovalent interactions in the crystal structure, has been investigated in detail. The 
complex effectively shows phenoxazinone synthase-like activity (aerial oxidation of 2-aminophenol to 2-amino- 
phenoxazine-3-one) under ambient conditions with a high turnover number of 1.92 × 104 h− 1. Further, the 
antimicrobial activity of the copper(II) complex was examined against E. coli, Staphylococcus aureus and 
K. pneumoniae clinical microbial cultures, which imply its significant bactericidal property compared to the 
standard antibiotic agent ciprofloxacin. In addition, the anticancer activity of the copper(II) complex was tested 
against the human colorectal adenocarcinoma (HT-29) cancerous cell line and it shows notable activity with an 
IC50 value of 125 μg mL− 1.   

1. Introduction 

The combination of a copper ion and a protein-bound imidazole- 
based histidine ligand, present in the active site of many metal-
loproteins, plays crucial roles in several important biological functions, 
such as oxygen transport [1,2], electron transport [3–5] and substrate 
oxidation [5–9]. The phenoxazinone synthase (PHS) is an important 
naturally occurring pentacopper containing oxidase enzyme (Scheme 
1a), found in the bacterium Streptomyces antibiotus. The metalloenzyme 
activates dioxygen and facilitates the catalytic oxidation of substituted 
2-aminophenol (2-AP) to yield the 2-aminophenoxazinone (APX) het-
erocyclic chromophore [10]. The formation of APX is highly important 
and takes place in the penultimate step of the biosynthesis of actino-
mycin D, a strong antineoplastic agent which exhibits significant anti-
bacterial and antitumor activities [11]. Actinomycin D is widely used 
clinically to treat the gestational trophoblastic disease and many tumors, 

such as Wilms and Ewing tumors, testicular cancer, sarcomas, etc. A 
literature survey shows that the phenoxazinone compound binds with 
DNA by intercalation between adjacent G-C base pairs of the double 
helix, thereby inhibiting the DNA directed RNA synthesis [12–14]. 

PHS was first structurally characterized from the Streptomyces anti-
biotus bacteria by James P. Allen and Wilson A. Francisco, and mediates 
the six-electron oxidation of two 2-aminophenol to the phenoxazinone 
chromophore using molecular oxygen as the oxidant [15,16]. It is also 
documented that PHS holds two distinct oligomeric units, a dimer and a 
hexamer [16]. Only the hexamer predominantly produces actinomycin, 
which contains a total of 5 Cu atoms having mononuclear one type-1 
(blue), two type-2 (normal) and one binuclear type-3 copper-binding 
motifs bridged by a ligand, that can be a OH– or a halide ion or even a 
neutral water molecule (Scheme 1a) [10]. PHS activity has earned great 
attention in recent years, with studies to mimic its enzymatic process 
and develop model complexes for improved catalytic activity. As a 
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result, several metal catalysts have developed and it has been found that 
not only multimetallic systems, but also mononuclear metal complexes 
could effectively catalyze the aerial oxidation of the model substrate 2- 
AP to APX [16–27]. Therefore, considering the importance of phenox-
azinone synthase activity, a naturally occurring bioinspired oxidative 
coupling reaction, we have designed a biologically important (phenox-
azinone synthase, azurin) [16,28] thiomethyl-substituted imidazole- 
based Schiff base ligand, 1-(1H-imidazol-2-yl)-N-(2-(methylthio) 
phenyl)methanimine (L), coordinated mononuclear copper(II) complex 
of the type CuLCl2⋅H2O, 1 (Scheme 1c). Complex 1 shows impressive 
catalytic activity towards the transformation of 2-AP to APX in air. 

Coordinated complexes of copper can induce the hydrolysis or 
oxidative cleavage of DNA [29,30]. Therefore, many complexes have 
been studied and show promising anticancer activity as well as low 
toxicity [31–36]. Although expensive, the drug cisplatin (Scheme 1b) is 
the best metal-based chemotherapeutic drug and is widely used for the 
treatment of various cancers [37]. However, it suffers from common 
problems, like multi-drug resistance, serious toxicity and other side ef-
fects [38,39]. Hence, the design of new metal-based cost-effective 
therapeutic drugs with low toxicity, better efficacy and that are more 
target-specific than cisplatin is highly important [40]. The N-heterocy-
clic imidazole moiety is also known to show notable anticancer activity 
[21]. The present complex 1 has two labile chloride ligands, similar to 
cisplatin, and the presence of imidazole in the backbone prompted us to 
investigate its anticancer and antibacterial properties. Herein, along 
with the PHS activity, we have also reported the antibacterial activity of 
1 against E. coli, Staphylococcus aureus and K. pneumoniae, as well as its 
anticancer activity against the HT-29 cell line. 

2. Experimental 

2.1. Materials and methods 

Highly pure 2-(methylthio)aniline was purchased from TCI, Japan, 
imidazole-2-carboxaldehyde from Sigma Aldrich, USA, copper(II) chlo-
ride dihydrate from Sigma Aldrich, USA and 2-aminophenol from Avra, 

India. Analytical grade chemicals and solvents were used in this study. 
The C, H, N contents were determined with a micro analyser (Perkin 

Elmer 2400 CHN, Waltham, USA). The NMR spectral analyses were 
measured on an NMR spectrometer (Bruker Advance 400 MHz, Massa-
chusetts, USA). The FT-IR spectra were recorded on a spectrometer 
(FTIR-8400S SHIMADZU, Shimadzu, Kyoto, Japan) with KBr pellets. 
Electronic absorption spectra were recorded with a UV–Vis spectro-
photometer (HITACHI U-2910, Tokyo, Japan). Electrospray ionization 
(ESI) mass spectra were performed on a Q-tof-micro quadruple mass 
spectrometer. The electrochemical analyses were recorded in a K-Lyte 
1.2 potentiostat system (Kanopy, India). A three-electrode set-up 
(glassy-carbon working electrode, Pt counter electrode, Ag wire as 
pseudo-reference electrode) was used in 0.1 M Bu4NPF6 solutions. The 
ferrocene/ferrocenium (Fc0/Fc+) couple served as an internal standard. 

2.2. Synthesis of the Schiff base ligand L 

To a methanolic solution (25 mL) of imidazole-2-carboxaldehyde 
(0.384 g, 4 mmol), 2-methyl thioaniline (0.556 g, 4 mmol) was added 
dropwise under stirring conditions and then refluxed for 8 h. The 
progress of the course of the reaction was assessed by TLC. The reaction 
mixture was reduced to 5 mL under a reduced pressure, which precipi-
tated an off-white solid. Thereafter, the product was dried in a vacuum. 
Yield: 0.787 g (~84%). Anal. calc. for C11H11N3S (L): C, 60.80; H, 5.10; 
N, 19.34; Found C, 60.72; H, 5.02; N, 19.53%. 1H NMR (400 MHz, 
DMSO‑d6, 25 ◦C, Figure S1) δ, ppm:= 8.26 (s, 1H, –N = CH), 7.28–7.07 
(s, 6H, Ar-H), 12.99 (s, 1H,–NH), 2.50 (s, 3H; CH3); 13C{1H} NMR (75 
MHz, DMSO‑d6, 25 ◦C, Figure S2) δ, ppm: 151.01, 148.71, 145.15, 
133.90, 131.32, 127.11, 125.70, 124.81, 121.16, 118.38, 14.37; IR 
(KBr, cm− 1; Figure S3): 3480 (νN-H), 1622(νC=N), 1642(νC-N,Imd); UV–Vis 
(λmax, nm; Figure S4): 272, 297, 358. 

2.3. Synthesis of the copper(II) complex, [Cu(L)Cl2].H2O (1) 

The ligand L (0.100 g, 0.46 mmol) was dissolved in 15 mL MeOH and 
left under stirring for 15 min. After that, copper(II) chloride dihydrate 

Scheme 1. (a) Schematic diagram of the active site of the phenoxazinone synthase enzyme along with the metal–ligand and metal–metal distances. The fifth type 2 
copper unit is not shown in this scheme, which is located at a distance of 25 Å from the type 1 blue copper. (b) The structure of cisplatin. (c) The structure of the 
mononuclear copper complex 1 described in this work. 
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(0.0784 g, 0.46 mmol) dissolved in 5 mL MeOH was added dropwise to 
the ligand solution. The resultant mixture was stirred for another 4 h, 
then filtered off and kept in a column tube for slow evaporation. A dark 
green block-shaped crystalline compound was obtained after 4–5 days. 
Yield: 0.140 g (~78%). Anal. calc. for C11H11N3SCuCl2⋅H2O: C, 34.12; 
H, 2.86; N, 10.85; found C, 34.37; H, 2.76, N, 10.61%. IR (KBr, cm− 1; 
Figure S3): 3460 (νN-H), 1596(νC=N), 1634(νC-N,Im); UV–Vis (λmax, nm; 
Fig. S4): 270, 290, 345, 415; ESI-MS (m/z; Figure S5) calc. for 
C11H11N3SCu [M − 2Cl]+ 280.8360, found 280.8450 and calc. for 
C11H11N3SCuCl [M - Cl]+ 316.2860, found 316.2807. 

2.4. Crystal structure determination and refinement 

A Rigaku XtaLABmini diffractometer was used to collect the X-ray 
diffraction data at 296.0(2) K for complex 1. A Mercury 375R (2 × 2 bin 
mode) CCD detector, equipped with the diffractometer, and graphite 
monochromated Mo-Kα radiation (λ = 0.71073 Å) were employed to 
collect the data using ω scans. CrysAlisPro 1.171.39.7f [41] was 
screened to reduce the data and the space group was determined with 
Olex2 [42]. The structure of 1 was resolved by the dual space method 
using SHELXT-2015 [43] and refined by full-matrix least-squares pro-
cedures using the SHELXL-2015 [44] software package through the 
OLEX2 suite [42]. All hydrogen atoms were geometrically fixed. The 
molecular graphics, noncovalent bonds and packing figures were 
created by using ORTEP and mercury software. 

2.5. Phenoxazinone synthase-like activity of the copper(II) complex (1) 

We have examined the phenoxazinone synthase-like catalytic activ-
ity of the copper(II) complex 1 by the treatment of a 1 × 10− 4 M copper 
(II) complex solution of 1 in MeOH with a 1 × 10− 3 M methanolic so-
lution of the model substrate 2-aminophenol (2-AP) in methanol under 
aerobic conditions. The conversion of 2-AP to 2-aminophenoxazinone 
(APX) was monitored by scanning the UV–vis absorption spectra in 
the wavelength range from 300 to 800 nm for 1.5 h using a spectro-
photometer [45–47]. 

Kinetic experiments were also carried out spectrophotometrically to 
understand the catalytic efficacy of 1 as well as the nature of the 2-AP 
oxidation to APX in MeOH at 298 K [48]. For this purpose, 100 mL of 
a 1 × 10–4 M constant concentration of 1 was mixed with a 2 mL 
methanolic solution of 2-AP with a 10-fold order of concentration under 
aerobic conditions and the increase in absorption intensity at 435 nm 
was measured. The rate 2-AP oxidation catalyzed by 1 based on sub-
strate concentration was calculated by the initial rate law in triplicate. 
The gram scale catalysis reaction was also performed by mixing 1.0 g 2- 
AP (9.2 mmol) and 5 mol percent of catalyst 1 (0.017 g, 0.46 mmol) in 
30 mL methanol and stirring for 2 h under aerobic conditions. The 
product, PHX, was isolated in ~86% yield. 1H NMR data for APX, 
(CDCl3, 400 MHz) δH, ppm: 7.61 (m, 1H), 7.45(m, 3H), 6.46 (s, 1H), 6.37 
(s, 1H), 6.25 (s, 1H). 

To confirm the fate of the aerobic oxygen as the oxidant in the cat-
alytic oxidative coupling reaction, the production of hydrogen peroxide 

(H2O2) was assessed according to the reported literature, described 
elsewhere [45–47]. 

2.6. Antibacterial activity 

The antimicrobial properties of the copper complex 1 were examined 
with respect to a standard antibiotic, Ciprofloxacin, against a few clinical 
microbial cultures, namely E. coli, Staphylococcus aureus and 
K. pneumonia. The microbial cultures were procured from the microbi-
ology lab Coimbatore, Tamil Nadu, India. The antibacterial efficiency 
was evaluated following a disc-diffusion method and the zone of inhi-
bition was marked using a Himedia zone reader. Details of the inoculum 
preparation, sample dose, minimum inhibitory concentration estimation 
and morphological analysis are described in the Supporting Information 
file. 

2.7. Cytotoxicity 

2.7.1. MTT assay 
The antiproliferative effect of the copper complex was evaluated 

against a human colorectal adenocarcinoma cell line (HT-29), which 
was procured from the cell repository of the National Centre for Cell 
Sciences (NCCS), Pune, India. The cell viability assay (MTT assay) was 
carried out to examine the efficacy of the synthetic complex in a dose- 
dependent manner. The half-maximal inhibitory concentration (IC50) 
was also determined to measure the effectiveness of the synthetic 
compound [49]. The necessary information on the cell maintenance and 
details of the MTT assay are provided in the Supporting Information file. 

2.7.2. Acridine orange/ethidium bromide (AO/EB) staining analysis 
The apoptosis of HT-29 cells was assessed on a fluorescence micro-

scope following the method reported by Baskic et al. [50]. A 200 μL dye 
mixture was prepared by dissolving 100 μL acridine orange and 100 μL 
ethidium bromide in PBS. The HT-29 cells were seeded at 5 × 104 cells/ 
well in a 6 well plate and incubated for 24 h. Afterwards, the copper 
complex was added and the cells were kept for 24 h to observe the cell 
detachment. Then, the cells were washed with cold PBS, followed by 
staining with a 1:1 mixture of AO/EB at RT. Thereafter, the stained cells 
were observed with a 40X magnifications fluorescence microscope. The 
apoptotic cells were numbered and counted as a function of the total 
number of cells present in the field. Further details are given in the 
Supporting Information file. 

3. Results and discussion 

3.1. Synthesis of the ligand L and the copper complex [Cu(L)Cl2].H2O 
(1) 

The tridentate Schiff base ligand 1-(1H-imidazol-2-yl)-N-(2-(meth-
ylthio)phenyl)methanimine, L, was synthesized by refluxing of 2-meth-
ylthioaniline with imidazole carbaldehyde in methanol (Scheme 1). The 
copper(II) complex was synthesized by reacting CuCl2⋅2H2O with L in 

Scheme 2. Preparation of L and its copper complex 1.  
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methanol at room temperature (RT) and isolated as a green coloured 
crystalline hydrated complex, [Cu(L)Cl2].H2O, 1 (Scheme 2). Complex 1 
is air-stable and well soluble in DMSO, methanol and ethanol. The ligand 
L and its copper(II) complex 1 were characterized by several analytical 
methods, including elemental analysis, NMR (Figures S1 and S2), IR 
(Figure S3), UV–Vis (Figure S4), mass spectroscopy (Figure S5) and 

crystal structure analysis. 

3.2. Description of the crystal structure of 1 

Crystal structure analysis revealed that complex 1 crystallized in an 
orthorhombic system with the Pbca space group (Table 1). The thermal 
ellipsoidal plots of 1 with the atom labelling scheme is displayed in 
Fig. 1a. The copper ion in the crystal structure of 1 is in a distorted 
square pyramidal environment, with the basal positions being occupied 
by the tridentate N,N,S-donor Schiff base ligand and by one chloride ion. 
The fifth position is occupied by the second chloride ion, suggesting the 
bivalent oxidation level of the copper ion. The distortion of the square 
pyramid is imposed by the chelating nature of the L ligand, steric 
repulsion between two bulky chloride ions, the bulky sulfur atom with 
two chloride ions, hydrogen bonding and Jahn-Teller distortion. 
Selected bond angles and bond lengths are recorded in Table S1. Some 
weak repulsions between the equatorial chloride atom and the imidazole 
nitrogen atom, and the axial chloride atom with the imidazole nitrogen 
and imine nitrogen atoms are also present in the structure, as evident 
from the corresponding copper-centric bond angle values (Table S1). 
The Cu(II) ion in 1 is slightly out of the square plane by 0.369 Å towards 
the axial chlorine atom. Bond-length analyses around the copper centre 
show a relatively long axial Cu–Cl bond length [Cu1–Cl2, 2.5118(9) Å] 
compared to the equatorial Cu–Cl bond length [Cu1–Cl1, 2.2293(10) Å], 
as observed in similar tridentate supporting ligand coordinated bis- 
chloro complexes [21,51–53]. This large extent of axial bond elonga-
tion can be explained by considering the second-order Jahn–Teller effect 
and hydrogen bonding of the axial chloride ligand with the water 

Table 1 
Crystallographic refinement parameters for complex 1.  

Parameters 1 

CCDC 2,153,757 
Empirical formula C11H11Cl2CuN3S⋅H2O 
Formula weight 369.74 
Temperature (K) 296.0(2) 
Crystal system Orthorhombic 
Space group Pbca 
a (Å) 16.9351(8) 
b (Å) 9.9068(5) 
c (Å) 17.5703(9) 
Volume (Å3) 2947.8(3) 
Z 8 
ρ (g cm− 3) 1.666 
μ (mm− 1) 1.979 
F (000) 1496 
Rint 0.081 
θ ranges (◦) 2.6, 27.5 
Number of unique reflections 3375 
Total number of reflections 13,800 
Final R indices (R1 and wR2) 0.0472, 0.1393 
Largest peak and hole (e Å− 3) − 1.01, 0.60  

Fig. 1. a) ORTEP diagram of the asymmetric unit of 1 (30% thermal ellipsoid) with the atom labelling scheme; b) Construction of one-dimensional supramolecular 
frameworks of 1 through intermolecular N–H⋅⋅⋅O and C/N/O–H⋅⋅⋅Cl hydrogen bonds (cyan dotted); c) Formation of a 3D supramolecular framework of 1 through 
S⋅⋅⋅π interactions (pink dotted), including N–H⋅⋅⋅O, C/N/O–H⋅⋅⋅Cl interactions. ((Colour online.)) 
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molecule present in 1. The Cu–Nimd bond length [Cu1–N1, 2.009(2) Å] is 
slightly shorter than the Cu–Nimn [Cu1–N3, 2.027(2) Å] bond length, as 
expected, due to the greater π-accepting nature of the imidazole moiety 
compared to the imine moiety [54]. The Cu–S thioether bond length 
[Cu1–S1] is 2.3343(8) Å, similar to that seen for a 2-pyridyl-N-(2-meth-
ylthiophenyl)methyleneimine coordinated copper complex [21], but 
much shorter than the Cu–S thioether bond length observed in certain 
type 1 copper enzymes, especially PHS and azurin [17]. The two 5- 
membered chelate rings constructed by copper and the tridentate L 
ligand are not planar (torsion angles N1–C3–C4–N3 = 2.5(4)◦ and 
N3–C5–C10–S1 = − 3.51◦). A slight twisting occurs around the N3–C5 
single bond (torsion angles C4–N3–C5–C6 = − 13.6◦, Table S2). The 
small deviations from coplanarity are assumed to be due to the presence 
of multiple intermolecular noncovalent interactions, which are noted in 
Table S3. 

The formation of the supramolecular framework of 1 was assessed 
with the involvement of weak forces. The axial chloride ligand of the 
asymmetric unit of 1 interacts with another asymmetric unit via 
C–H⋅⋅⋅Cl intermolecular hydrogen bonding, leading to a molecular 
dimer. Each of the molecular dimers strongly interacts with lattice water 
molecules through short-distant hydrogen bonding [O1–H1A⋅⋅⋅Cl2, 
2.33 Å, O1–H1B⋅⋅⋅Cl2, 2.37 Å, N2–H2⋅⋅⋅O1, 1.86 Å] and lead to a one- 
dimensional hydrogen-bonded polymeric framework (Fig. 1b). Mean-
while, a herringbone arrangement of the asymmetric units is also 
evident in the packing diagram of 1. The herringbone packing effect 
shows the development of a second 1D framework using the same type- 
hydrogen bonding. It is noteworthy that long-distant weak π…π in-
teractions (~4.2 Å) between the aromatic centroids further stabilize the 
crystalline framework. The oppositely directed two 1D supramolecular 
frameworks stabilize a short-contact between the sulfur atom with an 
imidazole carbon atom [C⋅⋅⋅S, 3.45 Å], leading to a three-dimensional 
supramolecular framework (Fig. 1c). 

3.3. Solution phase property of the ligand L and the copper(II) complex 1 

The absorption spectra of the thiomethyl substituted imidazole- 
based Schiff base ligand L and complex 1 were recorded in methanol 
medium (MeOH) from 200 to 900 nm at RT (Figure S4). The ligand L 
shows intense π → π* and n → π* transition bands at 272, 297 and 358 
nm, while its copper(II) complex 1 shows characteristic absorption 
bands at 270, 290, 345 and 415 nm (Fig. S4). The blue-shifted electronic 

bands of L (270, 290 and 345 nm) in complex 1 are attributed to ligand 
centric electronic transitions, while the optical band at 415 nm is 
assignable to the d-d electronic transitions of the copper complex. 
Furthermore, the solution phase stability of the complex has been 
assessed by time-dependent UV–Vis measurement of 1 over a period of 
72 hrs. The time-dependent absorption profile of complex 1 shows the 
unaltered band positions of the electronic transitions in Fig. S6 and 
confirms the solution phase stability of the copper complex. 

3.4. Electrochemical properties 

The capability of the copper(II) complex 1 to oxidize substrates 
including DNA and aminophenol prompted us to investigate its redox 
property using cyclic voltammetry. Complex 1 shows three redox pro-
cesses in DMSO/0.1 m Bu4NPF6 in a nitrogen atmosphere at room 
temperature (Fig. 2). The quasi-reversible redox process at a very low 
potential value of − 0.15 V to the ferrocenium/ferrocene (Fc+/Fc) couple 
is likely to be a copper(II) centred reduction. The two completely irre-
versible redox processes at − 1.97 and − 2.13 V can be assigned to ligand 
centred reductions as the free ligand L shows two irreversible redox 
processes in this region, at − 2.21 and − 2.34 V (Fig. 2). Complex 1 acts as 
a strong oxidizing catalyst because it can accept electrons from a sub-
strate easily at a very low redox potential (− 0.15 V with respect to Fc+/ 

Fig. 2. Cyclic voltammogram of L (top) and 1 (bottom) in DCM/0.1 M TBAP at 
298 K vs Fc+/0. 

Scheme 3. (a) Phenoxazinone synthase (PHS) catalysed biological reaction; 
the formation of actinomycin D. (b) Model reaction for phenoxazinone 
synthase-like activity; aerial oxidative coupling of 2-amiophenol 2-AP to APX. 

Fig. 3. Generation of a new electronic band at 435 nm after addition of com-
plex 1 to 2-AP in MeOH with a time interval of 5 min. Inset: time vs. absorbance 
plot at 435 nm. 
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0). 

3.5. Phenoxazinone synthase-like activity of complex 1 and kinetic 
studies 

As a mimic for phenoxazinone activity, 1 was tested for the oxidative 
coupling of the model substrate 2-aminophenol (2-AP) to 2-amino-phe-
noxazine-3-one (APX) (Scheme 3). The catalytic oxidation of 2-AP to 
APX was measured by monitoring the UV–vis spectra of the reaction 

mixture over 1.5 h. For this, 100 µL 10 − 2 (M) 2-AP and 100 µL 10 − 4 (M) 
catalyst 1 were mixed with 2 mL methanol in a UV–vis quartz cell and 
measured under aerobic conditions at RT, as reported previously 
[24–27]. The development of the characteristic bands for APX at 435 nm 
with a shoulder at 417 nm signify the aerobic oxidative dimerization of 
2-AP (Fig. 3). The rate of gradual increase of the 435 nm absorption 
band proposes a pseudo-first-order type reaction for the formation of 
APX. In the absence of 1, the catalytic oxidation did not show a signif-
icant growth of APX at 435 nm under identical conditions, which con-
firms the catalytic role of 1 (Figure S7). Further, when the catalytic 
oxidation was performed under anaerobic conditions, the intensity of 
the absorption band at 435 nm remained unchanged (Figure S8), 
implying that molecular dioxygen is essential for this oxidative trans-
formation reaction. Additionally, we can scale up the catalytic oxidation 
of 2-AP to APX to the gram scale, resulting in ~ 86% yield for APX. 

Next, to understand the catalytic proficiency of complex 1, kinetic 
studies were carried out with various substrate concentrations. For this 
purpose, the method of initial rate determination was followed by 
spectrophotometry at 435 nm for different concentrations of 2-AP as a 
function of time. The initial rate of the reaction follows the rate satu-
ration kinetics, as portrayed in Figure S9. The kinetic parameters for the 
mediated oxidative coupling reaction of 2-AP by 1 were evaluated by 
applying the Michaelis–Menten kinetic model of enzymatic reactions 
[55–58], as listed in Table 2. A comparison of the kinetic parameters of 
2-AP oxidation catalysed by 1 with other recently reported copper 
complexes were also made (Table 2) to examine the catalytic efficiency 
of 1 and it is observed that the present complex 1 shows prominent 
catalytic activity [24–26,55–57]. 

Table 2 
Comparison of kcat (h− 1) values for reported copper(II) complex-mediated cat-
alytic oxidation of 2-AP with that of complex 1.  

Complex Kcat (h− 1)(Solvent) CCDC No Ref 

[Cu(L)2Cl2]2 (1) 2.31 × 104 (CH3OH) 2,046,275 [23] 
[Cu(L)2(NO3)2]2 (2) 6.3 × 104 (CH3OH) 2,046,276 [23] 
[Cu(μ-Cl)(Phen)Cl] 1.69x104(CH3OH) 1,524,680 [55] 
[Cu(bpy)Cl2] 5.40x103(CH3OH) 1,524,681 [55] 
[Cu(Phen)2(H2O)](NO3)2 (1) 1.43x 103 (CH3OH) 1,012,512 [24] 
[Cu(dpa)2(OAc)]+ 1.83 × 103(EtOH) 1,513,638 [57] 
[Cu(Lb1)(Cl)2]MeOH 6.264(CH3OH-H2O) 2,001,075 [21] 
[Cu(Lb2)(Cl)2]H2O 7.668(CH3OH-H2O) 2,001,076 [21] 
[Cu(Lb3)(Cl)2] 8.424(CH3OH-H2O) 2,001,077 [21] 
[Cu(L)Cl2] 1.92x104(CH3OH) 2,153,757 This work 

Note: L2 = (E)-4-chloro-2-((thiazol-2-ylimino)methyl)phenol; L3 = (E)-4- 
bromo-2-((thiazol-2-ylimino)methyl)phenol; Lb1 = N-(pyridin-2-ylmethyl)qui-
nolin-8-amine; Lb2 

= N-(1-methylbenzimidazol-2-ylmethyl)quinolin-8-amine; 
Lb3 = N-(1-methylimidazol-2-ylmethyl)quinolin-8-amine; L = 1-(4-methox-
ybenzyl)-2-(4-methoxyphenyl)benzimidazole. 

Scheme 4. Plausible catalytic pathway for the oxidative coupling of 2-AP catalysed by 1.  

N. Bandopadhyay et al.                                                                                                                                                                                                                       



Polyhedron 218 (2022) 115783

7

For any enzyme (E), the catalysed conversion of a substrate (S) into a 
product (P) proceeds through the formation of an enzyme-substrate (ES) 
adduct and follows the equation: 

E + S ⇌
Kf

Kb
ES →kcat E + P  

where Kf = forward rate constant, Kb = backward rate constant and kcat 
= catalytic rate constant. 

The Michaelis–Menten equation: 

V =
Vmax[S]

KM + [S]

where V indicates the initial reaction rate, [S] is the concentration of 
substrate, KM is the Michaelis–Menten constant (KM = (Kb + kcat)/Kf)) 
and Vmax presents the maximum reaction velocity. The kinetic param-
eters of the 2-AP oxidation catalysed by 1 were determined from the 
Michaelis − Menten approach as Vmax (MS − 1) = 5.35 × 10 − 4 and KM =

1.46 × 10 − 3 [Std. Error for Vmax (MS − 1) = 9.43 × 10 − 6; Std. Error for 
KM (M) = 7.08 × 10 − 5]. The turnover number (kcat in h− 1) for catalyst 1 
was calculated as 1.92 × 104h− 1. 

To find further insight into the underlying mechanism of this cata-
lytic oxidation of 2-AP to APX, ESI-mass spectrometric studies of the 
reaction mixture of the copper(II) complex 1 with 2-AP was carried out 
in methanol. After mixing for 20 mins, the mass spectrum of the reaction 
mixture is shown in Figure S10. The base peak at m/z 213.41 indicates 
the formation of APX. The characteristic peak that appeared at m/z 
280.0830 was assigned as the molecular ion peak of 1. The formation of 
the adduct between complex 1 and the substrate 2-AP was ensured from 
the presence of another intense characteristic peak at 388.0798 m/z, 
[[Cu(L)+(2-AP)] + H + ]. This mass spectroscopic investigation gives 
some idea about the labile nature of 1 and its binding aspects with 2-AP. 
The participation of aerobic oxygen as an oxidant in the course of the 2- 
AP oxidation was also examined to understand the fate of O2 through the 
presence of hydrogen peroxide (H2O2) in the course of the reaction. The 
conversion of O2 to H2O2 was confirmed by treatment with KI, which led 
to the formation of I3 

− , as detected by the characteristic absorption 
band at 353 nm (Figure S11).[24,25] On the basis of the results and the 
reported literature, a possible mechanistic route for the catalytic 
oxidation of 2-AP to APX is shown in Scheme 4. 

3.6. Antibacterial activity 

The antibacterial properties of the copper complex 1 were measured 

by the agar well diffusion method against clinical E. coli, Staphylococcus 
aureus and K. pneumoniae. The zone of inhibition diameters produced by 
1 against these bacteria are shown in Figure S12 and are compared with 
a medically recommended commercially available standard antibiotic, 
ciprofloxacin (Table S4). The copper(II) complex 1 exhibits significant 
bactericidal efficiency against E. coli and K. pneumoniae with respect to 
ciprofloxacin. The lowest susceptibility to complex 1 was observed for 
Staphylococcus aureus, with relatively lower values compared to cipro-
floxacin. The estimation of the minimum inhibitory concentration (MIC) 
of 1 was evaluated for E. coli as 25 µg/mL (Figure S13, Table S5). 

In this study, the geometry, electronic nature and labile nature of the 
copper(II) complex play an essential role in its biochemical function 
against the pathogenic bacteria, E. coli, Staphylococcus aureus and 
K. pneumonia. The cisoid chloride ligands with long Cu - Cl distances 
make the complex labile in nature and helps to bind with amino acids 
and proteins in bacteria. On binding with microbial species, the 
electron-deficient nature (low reduction potential of − 0.34 V) of 1 
oxidize the microbial species, resulting in inactivation of microbial 
growth. Such oxidative inhibition activity induced by transition metal 
complexes is evident in the literature [58–60]. The presence of the 
π-accepting electron-withdrawing group in complex 1 also plays a role in 
enhancing the inhibition activity. 

To get some ideas about the morphological characteristics of the 
copper(II) complex treated bacteria, we recorded HR-TEM images of the 
bacteria before and after exposure to the copper complex. The obtained 
TEM micrographs of Staphylococcus aureus cells are shown in Fig. 4. As 
shown in Fig. 4a, untreated Staphylococcus aureus cells are typically 
smooth and elliptical in shape. On application of the Cu complex to the 
cells for 24 h, the cell morphology displays wrinkled damage (Fig. 4b). 

3.7. Antiproliferative activity of the copper(II) complex 

3.7.1. MTT assay 
The cytotoxicity of the copper(II) complex was assessed against a 

human colorectal adenocarcinoma cell line (HT-29) by a 3-(4,5-dime-
thylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay in 
DMSO. The IC50 value was determined from a plot of the cell viability 
expressed in percentage versus the concentration of the copper complex 
1 in μg/mL (Figure S14). The value of the concentration of copper 
complex 1 causing 50% cell destruction, IC50, was determined from the 
MTT assay at 24 h as 125 ± 0.2 μg/mL. 

3.7.2. Fluorescent staining for apoptosis 
A fluorescence staining experiment was performed by adopting 

Fig. 4. (a) HR-TEM image of the control, Staphylococcus aureus (left); (b) copper complex treated Staphylococcus aureus (right).  
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acridine orange/ethidium bromide (AO/EB) staining to highlight the 
morphological transformation of the HT-29 cell line. Literature reports 
suggest that cell apoptosis leads to dramatic morphological cellular 
transformations, including cell shrinkage, DNA fragmentation, nuclear 
condensation, membrane blebbing and fragmentation into apoptotic 
bodies, that can be detected by Dual AO/EB staining of the cell [61]. The 
morphological transformation of the HT-29 cell treated with the copper 
complex and control at 24 h was observed AO/EB staining and then 
analysed by fluorescence microscopy. Typically, normal living cells 
displayed a green coloured nucleus, while a yellow coloured nucleus 
with chromatin was indicative of early apoptotic condensed or frag-
mented forms of the cells. In contrast, late apoptotic chromatin 
condensed or fragmented nuclei showed an orange colour and necrotic 
cells appeared as uniformly red-stained cell nuclei (Fig. 5). Similar kinds 
of cancerous cell destruction were observed for mononuclear cobalt(III)- 
polypyridyl complexes having chloride ions in a cisoid orientation 
[62,63]. 

4. Conclusion 

Using a novel electron-deficient tridentate thiomethyl substituted 
imidazole-based Schiff base ligand, 1-(1H-imidazol-2-yl)-N-(2-(methyl-
thio)phenyl)methanimine, we have reported here a mononuclear bis- 
chloro copper(II) complex, 1, with a distorted square-pyramidal geom-
etry, having two chloride ligands, one axial and another equatorial. A 
detailed structural investigation of 1 revealed that multiple intermo-
lecular noncovalent interactions lead to a three-dimensional polymeric 
framework. The copper(II) complex 1 undergoes one copper(II) centred 
quasi-reversible reduction at very low potential (-0.15 V with respect to 
Fc+/0) along with two completely irreversible high potential L centred 
reductions. The catalytic activity of the redox-active copper(II) complex 
1 towards aerial oxidation of 2-AP to 2-APX (bio-mimics of phenox-
azinone synthase activity) was investigated and an excellent catalytic 
efficiency with a kcat/KM value of 13.15 × 106 was found. Furthermore, 
complex 1 shows notable antibacterial activity against E. coli Staphylo-
coccus aureus and K. pneumonia microorganisms as well as anticancer 
activity against the human colorectal adenocarcinoma HT-29 cancerous 
cell line, with an IC50 value of 125 μg mL− 1. The morphological trans-
formation of the Staphylococcus aureus and HT-29 cell line treated with 
complex 1 was assessed in a dose-dependent manner for 24 h. The 
presence of labile chlorides in 1 and its oxidizing nature probably 
facilitate the oxidative damage of the bacteria and DNA. To make system 
1 a suitable bactericidal and cytotoxic agent, further steric and elec-
tronic tuning is currently underway in our laboratory. 
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ABSTRACT: The perchlorate salt of (4-(4-methoxy phenyl)-2-(2-(1-pyridine-2-
yl)ethylidene)hydrazinyl)thiazole (PytH·ClO4) and its metal perchlorate derivatives,
namely, [Co(Pyt)2]ClO4 (1), [Mn(PytH)2](ClO4)2 (2), and [Ni(PytH)2](ClO4)2
(3), have been synthesized and characterized through single X-ray crystallography and
spectroscopic methods. The ligand crystallizes in a space group P21/n in a nearly
planar structure. The overall geometry of the complex salts is described as a distorted
octahedron with a MN6 chromophore. The ligand (PytH·ClO4) behaves as a neutral
N,N,N-tridentate donor toward the “soft” Mn(II) and Ni(II) centers, whereas the
deprotonated ligand stabilizes the “hard” Co(III) center. The DNA binding constant
(Kb) values of PytH·ClO4, 1, 2, and 3 are determined using the UV−vis spectroscopic
method, and the Kb values are 9.29 × 105, 7.11 × 105, 8.71 × 105, and 7.82 × 105

mol−1, respectively, indicating the intercalative mode of interactions with CT-DNA. All
the derivatives show effective antiproliferative activity against U-937 human monocytic
tumor cells with IC50 values 4.374 ± 0.02, 5.583 ± 0.12, 0.3976 ± 0.05, and 11.63 ±
0.01 μM for PytH·ClO4, 1, 2, and 3, respectively. The best apoptosis mode of cell death is shown by 2 followed by PytH·ClO4 and 1
at an equivalent concentration of IC50 values. The combined molecular docking and dynamics simulation study evaluates the binding
energies of anticancer agents, providing groove binding property with DNA. The 20 ns molecular dynamics simulation study reveals
the maximum DNA binding stability of 2 corroborating the experimental results. The new class of metal derivatives of pyridine-
thiazole can be used for advanced cancer therapeutics.

■ INTRODUCTION

The thiazole and pyridine-containing compounds have shown
therapeutically potent biological activities, such as antimicro-
bial,1 antitumor,1,2 anti-inflammatory,3 and hypoglycemic
activities.4 Such excellent activities are related to the structural
aspects of N and S heterocycles. Thiazole is a well-known
stable NS donor heterocyclic aromatic compound having a
Bird’s Index of aromaticity of 79.5 The π-electron density
makes C5 the site for electrophilic substitution and the C2
position as the site for nucleophilic substitution in thiazole.
The aromatic behavior of thiazole was nicely explained by
Erlenmeyer et al. based on the concept of isosterism, the lone
pair of electrons on bivalent sulfur atoms being equivalent to
the vinylene part of the pyridine structure.6 Both the electron-
accepting and -donating properties are inherited in the thiazole
ring due to the presence of a −CN bond and a −S− bond,
respectively. This unique property of thiazole has been
exploited to establish several new biochemical formulae in
advanced biology. Different groups in thiazole rings in different
positions lead to plenty of bioactive thiazole derivatives having
a wide range of applications in biology and pharmacy.7−14 On
the other hand, pyridine (pKa = 5.2) provides N-terminal and

forms stable salts, which is often used as a solvent to neutralize
the acid formed in the reaction.15 Moreover, the metal
directing property of pyridine makes it an important
fluorophore in bioinorganic chemistry. Several high-profile
proprietary drugs, namely, Nexium, Takepron, Singulair, and
Actos, contain pyridine scaffolds.16 The compounds containing
both thiazole and pyridine moieties have been used in
designing new ligands for therapeutics, notably for cancer
treatment. The antitumor activity of the molecules increased
many folds while bonded covalently to metal ions. The reason
may be that the formation of a metal−organic framework
added some more properties such as redox activities,
unsaturated metal center, strain in the complex structure,
planarity, lipophilicity, and so forth than the metal-free organic
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compounds. The conformation of the complex may facilitate
the recruitment of biomolecules that are involved in various
biological actions. However, in our study, we found that the
planar aromatic group(s) such as benzene, naphthalene, and so
forth attached in the metal−organic complexes stacks between
base pairs of DNA and hence renders the intercalative property
even after the formation of the metal complex. The
antiproliferative activities of 2-pyridyl 2,3-thiazole derivatives
were investigated against HL-60, MCF-7, HepG2, and NCI−
H292 human tumor cell lines.17 Pyridine and thiazole moieties
anchored by the hydrazone unit were demonstrated for their
remarkable cytotoxicity against macrophage cells such as
J774A.1 (IC50: 11.65−30.35 μM), HT-29 (IC50: 25.22−57.83
μM), and Jurkat (IC50: 16.54−21.25 μM).18 Elshaflu et al.
(2016) synthesized several of 2,4 di-substituted pyridine
thiazole compounds to investigate their anticancer activity
against human breast cancer MCF-7 cells.19 In search of new
biopotent agents/ligands, the judicious combination of
structural features of thiazole and pyridine through the
hydrazone link has been considered in the present study. It
has been reported that the contribution of hydrazine moieties
has potential functions in improving biological properties.20−23

Further, the ability of transition metal(s) to coordinate
ligand(s) allows them to be active intermediates in several
biochemical processes.24 The transition elements such as iron,
manganese, zinc, cobalt, and so forth have been usually
modeled to study the structure−activity relationship in the
biological system.25,26 For example, Mn(II) of the amino-
thiazole acetate derivative exhibits anticancer activity against
human cervix adenocarcinoma and Hela cells.27 Neelakantan et
al. (2008) demonstrated the antimicrobial and antifungal
activities of the Mn(II) complex of polydentate ligands
containing the thiazole moiety.28 Another transition metal,
that is, Co(III), a key substituent in vitamin B12, is chosen as
the central metal ion since its complexes often possess higher
activities than cisplatin.29 Ambika et al. (2019) reported the
antiproliferative and antiangiogenic activities of the cobalt(III)
complex of N, S donor against A549 and VERO cells.30 Zhao

et al. (2019) reported the antiproliferative activity against
several cancer cell lines by multinuclear Co(II) complexes of
the pyridyl-imidazole ligand.31 The cytotoxic activity of Co(II)
and Ni(II) complexes of phenylthiazole against HL-60,
NAML-6, and WM-115 cell lines was tested.32 The octahedral
Ni(II) thiazole complexes exhibited a significant role to
damage the different cancer cell types.33 All these qualified
properties of thiazole and pyridine derivatives prompted us to
initiate research on thiazole-anchored pyridinyl late transitional
first-row metal derivatives. The present work reports on the
synthesis and spectroscopic and structural characterization of a
perchlorate salt of (4-(4-methoxy phenyl)-2-(2-(1-pyridine-2-
yl) ethylidene)hydrazinyl)thiazole (PytH·ClO4) and its cobalt-
(III), manganese(II), and nickel(II) perchlorate derivatives.
The in vitro antiproliferative activities of the new derivatives
are investigated in histiocytic lymphoma (U-937) cells. The
cell death mechanism (PARP cleavage), the cell viability of
peripheral blood mononuclear cells (PBMCs), and the DNA
binding experiments are performed. The theoretical inter-
pretation of the experiments is shaded out by the molecular
dynamics (MD) simulations and docking studies.

■ EXPERIMENTAL SECTION
Materials and Methods. Thiosemicarbazide (99%), 2-

acetyl pyridine (99%), 2-bromo-4-methoxyacetophenone, CT-
DNA, and Tris−HCl buffer were procured from Aldrich
Chemical Company. Nickel(II) perchlorate hexahydrate,
cobalt(II) perchlorate hexahydrate, manganese(II) perchlorate
hexahydrate, perchloric acid, and DMSO were obtained from
Merck Chemical Company. All solvents (reagent grade) were
obtained from commercial suppliers and used after distillation.

Conductivity Measurement. The molar conductance of a
10−3 (M) solution of the compounds in a dry acetonitrile
solution was measured at 30 °C using a Thermo Orion model
550A conductivity meter and a dip-type cell with the platinized
electrode.

Spectroscopic Methods. A PerkinElmer Lambda 35
spectrophotometer with a wavelength range of 200−800 nm

Table 1. Crystallographic Refinement Data of PytH·ClO4, 2, and 3a,b

parameter PytH·ClO4 2 3

formula C17H17N4OS, Cl O4·H2 O C68H64Cl4Mn2N16O23S4 C34H32N8NiO8S2Cl2
CCDC no. 1530855 2010934 2010933
mol. wt. 442.87 1853.27 938.39
crystal system monoclinic triclinic monoclinic
apace group P21/n P1̅ C2/c
T (K) 150 150 150
a (Å) 7.1698(9) 16.543(2) 25.593(4)
b (Å) 13.9800(18) 16.603(2) 7.9388(14)
c (Å) 19.745(2) 18.807(3) 21.044(4)
α (°) 90 68.427(5) 90
β (°) 100.208(4) 64.178(5) 111.345(6)
γ (°) 90 60.352(5) 90
V (A3) 1947.8(4) 3963.8(10) 3982.4(12)
Z 4 2 4
Dcale (gm cm3) 1.510 1.553 1.565
F(000) 0.347 1900 1928
h,k,l (max) 9,17,25 19,19,22 34,10,28
R1 0.0394 0.0641(9311) 0.0534(3721)
wR2 0.1011 0.1741 0.1451
2θ 27.2 25.0 29.2

aR1 = ∑|(|Fo| − |Fc|)|/∑|Fo|.
bwR2 = {∑[w(Fo

2 − Fc
2)2]/∑[w(Fo

2)2]}1/2 and w = 1/[σ2(Fo
2) + (0.0265P)2 − 0.4876P], where P = (Fo

2 + 2Fc
2)/3.
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is used to evaluate the UV−vis absorption spectra of the ligand
and complexes at room temperature. A PerkinElmer
Fluorescence Spectrometer LS 45 is used in the present
study at an excitation wavelength of 340 nm. The KBr-phase
FT-IR spectra of the samples were recorded in the range of
4000−500 cm−1 using a PerkinElmer Spectrum 2 spectropho-
tometer. The elemental analysis (C, H, N, and S) of both the
ligand and complexes was performed using a FISONS EA-1108
CHN analyzer. A CH Instrument electrochemical workstation
model CHI630E is used for cyclic voltammetry (CV)

experiments at room temperature in acetonitrile solvent
using tetra butyl ammonium perchlorate as the supporting
electrolyte, where the conventional three-electrode assembly
comprised a platinum working electrode, a platinum wire
auxiliary electrode, and a Ag/AgCl reference electrode.

X-ray Crystallography. Single-crystal X-ray diffraction data
for the ligand and complex were collected with monochro-
mated Mo-Kα radiation (λ = 0.71073 Å) on a Bruker KAPPA
APEX-II diffractometer equipped with a CCD area detector at
low temperatures. Several scans in φ and ω directions were

Scheme 1. Outline of the Synthesis Procedure of the Ligand

Scheme 2. Outline of the Synthesis Procedure of the Metal Complexes
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made to increase the number of redundant reflections and
were averaged during the refinement cycles. Data processing
for all the complexes was performed using the Bruker APEX-II
suite. Reflections were then corrected for absorption, inter-
frame scaling, and other systematic errors with SADABS.34 All
the structures were solved by the direct methods, and all non-
hydrogen atoms were refined anisotropically by the full-matrix
least-squares based on F2 using the SHELXL-97.35 The
hydrogen atoms were isotropically treated using a riding model
with their isotropic displacement parameters depending on the
parent atoms. A summary of the crystallographic data and
refinement parameters is given in Table 1.
Procedure for the Synthesis of Compounds (PytH·

ClO4, 1, 2, and 3). Synthesis of [Co(Pyt)2]ClO4 (1). The
synthesis of [Co(Pyt)2]ClO4 (1) was carried out by refluxing
the equimolar methanolic solution of Co(ClO4)2·6H2O and
the bromo salt of (4-(4-methoxyphenyl)-2-(2-(1-(pyridine-
2yl)ethylidene)hydrazinyl)thiazole as reported earlier by us.40

Synthesis of (4-(4-Methoxy phenyl)-2-(2-(1-pyridine-2-
yl)ethylidene)hydrazinyl)thiazole Perchlorate (PytH·ClO4).
The methanolic solution of 2-bromo-4-methoxyacetophenone
(10 mmol, 2.29 g) was added dropwise into the methanolic
solution of 2-(1-(pyridine-2-yl)ethylidene)hydrazine-1-carbo-
thioamide (10 mmol, 1.942 g) under constant stirring at room
temperature.40 After completing the addition, the reaction
mixture was refluxed in the presence of 1 mL of perchloric acid
(Caution! Explosive material must be handled with care) in a
water bath temperature for 2 h. Deep orange single crystals
were obtained after the slow evaporation of the resultant
solution (Scheme 1). Yield: 2.984 g (71.75%). Anal. Calcd for
C17H19N4OS·ClO4·H2O (%): C, 46.11; H, 4.32; N, 12.65.
Found: C, 46.19; H, 4.38; N, 12.78; IR (KBr pellets, cm−1):
νN−H 3446, νCN 1606 νN−N 1247, νCS 825, νCl−O.

1H NMR
(CDCl3), δ (in ppm) (Figure S1): 11.72 (s, 1H at N3), 8.70
(s, 1H at C1), 8.34 (s, 1H at C3), 8.49−8.56 (d, H at C2 and
C4), 5.94 (s, 1H at C9), 7.19−7.25 and 7.26−7.26 (d, 2H at
C12 & C16 and C13 & C15, 3J12,16 =

3J13,15 = 8.0 Hz); 4.65−
4.73 (m, 3H at C17). 13C NMR (CDCl3), δ (in ppm) (Figure
S2): 11.5 (s, C7), 53.6 (s, C17), 157.8 (s, C8), 167.6 (s, C10),
112.4 (s, C9), 101.2 (s, C14), 123.6 (d, C13 & C15), 125.6 (s,
C11), 137.7 (s, C6), 147.7 (d, C2 & C4).
Synthesis of [Mn(PytH)2 ](ClO4)2 (2). A mixture of

Mn(ClO4)2·6H2O (0.584 g, 2.0 mmol) and PytH·ClO4
(0.774 g, 2.0 mmol) was stirred in solvent methanol−
acetonitrile (1:1). The resulting mixture was heated in a
water bath for 4 h. The color of the solution changed from
yellow to orange. The reaction mixture was filtered and placed
in a dry beaker for slow evaporation. Yellow transparent
crystals were collected from the solution by filtration and
washed with acetonitrile−methanol mixture (1:1) (Scheme 2).
Yield: 75% (concerning metal salt). Anal. Calcd for
C68H64Cl4Mn2N16O23S4 (%) of C, 44.3; H, 3.48; N, 12.39;
O, 18.75. Found: C, 44.03; H, 3.40; N, 12.58; O, 19.85%. IR
(KBr pellets, cm−1): 3226 for ν(N−H), 1611 for ν(CN),
1496 for ν(CC), 1248 for ν(C−O), 1099 for ν(C−N), 776
for ν(CS) and 614 for ν(Cl−O).
Synthesis of the Complex [Ni(PytH)2] (ClO4)2 (3). A

stoichiometric mixture of Ni(ClO4)2·6H2O (0.365 g, 1.0
mmol) and PytH·ClO4 (0.42 g, 1.0 mmol) was dissolved in
methanol and acetonitrile solution (1:1) (30 mL). The
resulting wine-red color solution was heated for 3 h. The
color of the solution changed from wine to deep red. Rod-
shaped violet crystals were obtained by slow evaporation of the

red solution (Scheme 2). The crystals were separated and
washed with methanol and dried in air. Yield: 0.27 g (65%
based on metal salt). Elemental analyses (%) for
C32H30N10Cl2NiO10S2 are C, 42.31; H, 3.33; N, 15.42%.
Found: C, 42.56; H, 3.41; N, 15.91%. IR frequencies (KBr
pellets, in cm−1): 3470 for ν(N−H), 1621 for ν(CN), 1496
for ν(CC), 1253 for ν(C−O), 1089 for ν(C−N), 786 for
ν(CS) and 614 for ν(Cl−O).

Bioassays. MTT Cell Viability Assay. The newly synthe-
sized compounds PytH·ClO4 and 1−3 were screened for their
in vitro cytotoxic activity against the human histiocytic
lymphoma (U-937) cell line according to the previously
reported method.41 The cytotoxicity assay was performed, the
percentage of cell death was plotted, and the IC50 values were
calculated using Graph Pad Prism 6.41

Live and Dead Cell Assay. U-937 cells were treated with
each compound at a concentration of 10 μM by incubating at
37 °C in a 5% CO2 incubator overnight. The cells treated with
1 μM doxorubicin were used as control. The next day, the cells
were washed thrice with PBS, stained, and incubated with 5
μM calcein-AM (4′ ,5′-bis(N ,N-bis(carboxymethyl)-
aminomethyl)fluorescein acetoxymethyl ester) and propidium
iodide to assess the live and dead cell population in the treated
cells. Calcein-AM stains live cells (green), whereas propidium
iodide stains dead cells (Red). The stained cells were observed
under an Olympus IX73 Fluorescent Microscope.42,43

LDH Release Assay. LDH is a cytosolic enzyme, which is
released into the culture supernatant upon induction of
necrosis of cells. U-937 cells (2 × 106) were taken per well
of a six-well plate. After treatment, the culture supernatants
were collected and assayed for LDH as described earlier.44

PARP Cleavage by Western Blot. U-937 cells (2 × 106)
seeded in six-well plate were treated with 5 μM ligands PytH·
ClO4, 1, 2, and 3, keeping untreated cells as control. However,
cells treated with 1 μM doxorubicin were used as a positive
control for cell death. The treated cells along with control were
incubated at 37 °C in a 5% CO2 incubator for 24 h, and then
cells were harvested by centrifugation at 14 000 rpm, 4 °C, for
5 min. The whole cell lysate was prepared by adding a whole
cell extract (WCE) mixture [50 mM Tris−HCl buffer, pH 7.6
with a protease inhibitor cocktail (100:1), and 1% Triton
X100] to the cell pellet and incubating on ice for 15 min,
followed by a cycle of vortexing for 30 s and cooling for 45 s,
which was repeated for 30 min. Finally, the cells were
centrifuged at 14 000 rpm, 4 °C, for 10 min to collect the
supernatant. The protein concentration in the supernatant was
estimated with Bradford’s protein estimation method as
described previously. 100 μg of whole cell lysate was used
for western blot to probe for cleaved PARP cleavage and
cleaved caspase 3. GAPDH was used as a loading control. The
blots were visualized with a chemiluminescent substrate (femto
LUCENT PLUS-HRP, G-Biosciences)44,45 using UVITEC
Chemidoc (Cambridge) and UVITEC Nine Aliance software.

Isolation of PBMCs from Fresh Human Blood. PBMCs
were isolated from fresh human blood by the Ficoll-Paque
(Histopaque-1077) density gradient centrifugation method.
The blood was diluted with sterile phosphate buffer saline
(PBS) 1:1, layered over histopaque-1077 (1.077 density), and
centrifuged at 400×g at room temperature for 30 min. The
PBMC layer, formed above the Ficoll layer, was aspirated and
washed three times with PBS. The PBMCs were then
suspended in DMEM for culture. The viability and purity of
PBMCs were tested by the Trypan blue dye exclusion
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method.46,47 Almost 95% of cells were PBMCs and 98% of
cells were viable.
Effect of Compounds on PBMCs. Isolated PBMCs were

used to assess the cytotoxicity of the ligand and its derivatives
on primary immune cells (PBMCs) using the MTT assay as
aforementioned with slight modification. Briefly, 5 ×103

PBMCs seeded in each well of a 96-well plate was treated at
IC50 values and double the IC50 values of the compounds.
These cells were incubated at 37 °C for 24 h, and then the
MTT dye was added, followed by cell lysis with MTT lysis
buffer. Following a day, absorbance at 595 nm using the Bio-
Rad iMark Microplate Reader was taken and used to calculate
percentage cell death.
CT-DNA Binding Study by the UV−Vis Spectroscopic

Method. A stock solution of CT-DNA was prepared in 50 mM
Tris−HCl/50 mM NaCl in H2O at pH 7.4 in the binding
experiment. To exclude free protein in the CT DNA, the UV
absorbance experiment was carried out in a buffer medium of
CT DNA, and the ratio of absorbance found at 260 and 280
nm was ca.1.9:1, which suggests that the CT DNA was free
from protein. The stock solution of DNA was stored at 4 °C
and used within five days. The molar concentration of the
stock solution was calculated using a molar absorption
coefficient value of 6600 M−1 cm−1 at 260 nm and adjusted
to 5 mM concentration. The interaction of PytH·ClO4 and 1−
3 with CT DNA was monitored by a UV−vis spectroscopic
titration method in 50 mM Tris−HCl buffer (pH 7.4) at room
temperature. The complex solution was also prepared in the
same medium. The concentration of the complex was fixed to
30 μM during titration. The change in the absorbance was
recorded with the subsequent addition of an aliquot of 10 μL
(14 × 10−4 M) of CT DNA in the sample and reference
cuvette. All the UV spectra were recorded after equilibration of
the solution for 5 min. The experiment was continued until
there was no significant change in absorbance for the last four
successive additions.48,49

Methods of Calculation. DFT Calculation. The HOMO
and LUMO orbitals are plotted using the X-ray coordinates of
the complex, and the ground-state electronic structure of the
complex is calculated using the DFT method36 with the Orca
4.0 program. Becke’s hybrid function37,38 with the Lee−Yang−
Parr (LYP) correlation function36 was used throughout the
study. The valence only SV (P) SV/J, the def2-SVP basis set,
and the B3LYP/G effective one potential functional were
used.39 The energy calculations were performed using the self-
c o n s i s t e n t fi e l d “Op t ” o p t i o n o f t h e O r c a
_4_0_1_2_win64_msmpi81 program to ensure sufficient
and well-converged values for the state energies.
Molecular Docking. Molecular docking was carried out

using AUTODOCK 4.0 software as accomplished by the
graphical user interface AUTODOCK TOOLS 4.0 (AD4.1_-
bound.dat). The macrocyclic receptor was chosen as the three-
dimensional X-ray crystal structure of DNA (entry 1bna in the
Protein Data Bank).
The graphical user interface AUTODOCK TOOLS devoted

to set up the protein−water molecule was deleted from the
crystal of protein; only polar hydrogen was added, and
computed Gasteiger charge was calculated as −13.98e, and
non-polar hydrogen was merged to the carbon atom. Complex
3D structures were saved in the PDB format with the aid of the
program MERCURY. The AUTODOCK TOOLS program
was used to make docking input files. The grid box size for
PytH·ClO4, 1, 2, and 3 was 42 × 48 × 98, 42 × 48 × 90, 48 ×

48 × 90, and 44 × 50 × 90, respectively. The center grid box
coordinates (x, y, and z) of DNA were 12.877, 21.214, and
7.035; 13.558, 20.331, and 16.571; 14.780, 20.976, and 8.807;
and 12.604, 19.602, and 16.690 for evaluating the mode of
binding. Both the receptor and compound are saved in the
pdbqt format. Distance-dependent functions of the dielectric
constant were used for the calculation of the energetic map.
Ten runs are generated by using Lamarckian genetic algorithm
searches. Default settings are used with a maximum number of
2.5 × 106 energy evaluations, an initial population of 50
randomly placed individuals.46,50 Final docking is run with
autogrid4.exe and autodock4.exe functions to generate glg and
dlg files, respectively. The graphical interaction pictures were
found using discovery Studio software.

MD Simulation. NAMD is an open-source MD simulation
package.51 When it comes to MD simulations, NAMD has
been designed with high-performance computing (HPC)
scalability and GPU support. For analysis and visualization, it
offers a powerful scripting engine in association with VMD
1.9.3.52 The 3D structural coordinates of the systems generated
through the docking study were used for the MD simulations.
The preparation is done according to the tutorial and
concerning literature.53 The DNA, metal co-factor (Mn2+),
and ligand under investigation were individually prepared,
parameterized, and merged through the VMD 1.9.3. The
parameterization of DNA was done through the CHARMM36
nucleic acid parameter file developed by Mackerell junior and
co-workers. For metal co-factor (Mn2+), we have used the
top_ions_won.str parameter file. It contains general models of
several metals for mono-, di-, and trivalent cations. The ligand
parameters were generated via the ParamChem web server
(https://cgenff.ParamChem.org/).54 This server generates the
ligand’s topology and parameters through the CGENFF
approach. The merged system was used for the generation of
a cubic water box having TIP3P as a water molecule along with
20 Å padding. The solvated system was neutralized by the ions
Na+ or Cl−. This ionized complex was subjected to 70 ps of
minimization, followed by 20 ns MD simulations (NPT
ensemble, pressure 1 atm, and temperature 310 K). In
addition, non-bonded interactions were restricted to a distance
of 12 Å. PME electrostatics and the Langevin piston were also
used in on conditions. During the MD simulations, the
trajectories were recorded at 2 ps intervals. The visualization
and trajectories were analyzed in VMD 1.9.3 for root-mean-
square deviation (RMSD), the radius of gyration, and
energies.52

■ RESULTS AND DISCUSSION
In an early report, the synthesis and structural characterization
of the bromo salt of (4-(4-methoxy phenyl)-2-(2-(1-pyridine-
2-yl)ethylidene)hydrazinyl)thiazole (PytH·Br) and its cobalt-
(III) complex [Co(Pyt)2]ClO4 (1) had been demonstrated for
their in vitro antibacterial evaluation.40 The present report
involves the study of perchlorate salt of the pyridine−thiazole
ligand (PytH·ClO4) and its Co(II), Mn(II), and Ni(II)
complexes to screen their antitumor efficacy. The outline of
the synthesis procedure of the ligand and metal complexes is
shown in Schemes 1 and 2, respectively. The perchlorate
derivatives under experiment are fairly soluble in water and
stable up to 72 h in the experimental condition. PytH·ClO4
and 1 are 1:1 electrolytes, whereas 2 and 3 are 1:2 electrolytes
as envisaged by the conductance measurements. Very recently,
we have also reported the synthesis and biological evaluation of
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similar type pyridine−thiazole and pyrazine−thiazole ligands
and their metal complexes.23,49,55 The NNN donor 4-(2-(2-
(phenyl(pyridine-2-yl)methylene)hydrazinyl)thiazole-4-yl)-
benzonitrile and its cobalt(II) complex exhibited the potential
anticancer property following the apoptotic cell death
mechanism in U-937 human monocytic cells having IC50
values of 12.76 ± 0.75 and 12.83 ± 1.37 μM, respectively.23

To compare the antitumor efficacy of the substituents in the
core structure, a perchlorate salt of (4-(4-methoxy phenyl)-2-
(2-(1-pyridine-2-yl)ethylidene)hydrazinyl)thiazole and its Co-
(III), Mn(II), and Ni(II) complexes have been demonstrated.
To shed light on the interactions at the molecular level,
computational studies are also performed.
Spectral Study. 1H NMR and 13C NMR Spectroscopy

Study of PytH·ClO4. The
1H NMR experiment is performed in

CDCl3. The signals obtained in the 1H NMR spectrum of the
ligand were in good agreement with the expected structure
(Figure S1). The signal at δ 11.72 ppm can be assigned for
acetyl pyridyl hydrazone (−NH) protons. The single peak
observed at δ 8.70 ppm indicates the proton attached with the
C1 atom. Another single peak found at δ 8.34 ppm is
attributed to the proton at C3. The multiplet observed at δ
8.49−8.56 ppm may be due to the proton attached with C4
and C2. The peak at δ 5.94 ppm for a single proton may
correspond to a proton attached to C9. Another doublet peak
at δ 7.19−7.25 ppm counts two protons and can be the
protons attached with C16 and C15. The doublet peak at δ
7.26−7.26 ppm also counts two protons that can be attached
to C13 and C15 with a J value of 8.0 Hz. On the other hand,
the multiplet signal in the region δ 4.65−4.73 ppm may be due
to the presence of three methoxy protons attached with C17.
The broad signal was found at δ 10.29 ppm due to the
presence of water molecules in the unit lattice. The 13C NMR
spectrum of PytH·ClO4 consists of 14 peaks in the region of
aromatic carbon atoms except for the solvent peak at δ 76.6−
77.3 ppm (Figure S2). The acetyl carbon C7 can be assigned
to the peak at 11.5 ppm and the peak observed at 53.6 ppm
due to the presence of methoxy carbon C17. Mostly,
deshielded carbons C8 and C10 in the thiazole ring can be
assigned to the peaks at δ 157.8 and 167.6 ppm, respectively.
The peak was found at 112.4 ppm for another carbon C9 of
thiazole.46 The peaks at δ 101.2 ppm for C14 and 123.5 ppm
can be assigned for two adjacent carbon atoms (C13 and C15)
to the phenyl ring in PytH·ClO4. The peak was assigned at δ
125.6 ppm for C11. The azomethine carbon (C6) peaks are
also expected in the aromatic carbon region to be assigned to
the peaks at δ 137.7. The peak at δ 147.7 ppm can be assigned
for two carbon atoms (C2 and C4) to the pyridine ring in
PytH·ClO4.
FT-IR Spectroscopy Studies of PytH·ClO4, 1, 2, and 3. The

FT-IR stretching frequencies of PytH·ClO4, 1, 2, and 3 are
recorded in the frequency range at 4000−500 cm−1 using the
KBr plate and are shown in Figures S3−S6, respectively. The
broad signals of PytH·ClO4 at 3493 cm

−1 implied the presence
of pyridyl hydrazone (−NH) bond in the ligand moiety. The
peak at 3226 and 3470 cm−1 for 2 and 3 indicates that the
pyridyl hydrazone (−NH) bond of PytH·ClO4 remains
unchanged in complexation. Therefore, PytH·ClO4 acts as a
neutral ligand when bound with Mn(II) and Ni(II). The peak
is observed in the range 1591−1621 cm−1 for both ligand and
complexes due to the vibration frequency of the CN bond
(azomethane). The other intense peaks at the 1453−1496
cm−1 region were attributed to the aromatic CC bond

stretching vibration in both PytH·ClO4 and complexes.56,57

The CC bond stretching vibration of complexes is greater
than the corresponding ligand’s CC bond stretching
frequency by 53 cm−1, which is attributed to the increased
rigidity in the ligand structure on complexation. The
accomplished peak in the region 1248−1253 cm−1 can be
assigned to the stretching frequency CN bond in the
thiazole ring in the complexes. The peaks in the region at
1020−1099 cm−1 assigned for the stretching frequency of
methoxy C−O bonds, which remain unchanged during
complexation. The stretching vibration of Cl−O in ClO4

−

found at 614−619 cm−1 in the compounds confirms the
presence of ClO4

− in the ligand and complexes under
discussion.58

UV−Vis Spectroscopy of PytH·ClO4, 1, 2, and 3. The
electronic absorption spectra of the tested compounds are
carried out in acetonitrile solution (10−5 M) at room
temperature (Figure 1), and the data are given in Table S1.

PytH·ClO4 shows two intense absorption bands at 272 and
344 nm. The peak at 272 nm may be attributed to the
intraligand spin allowed π→ π* transition, whereas the peak at
344 nm can be assigned to the n → π* transition.59 The
electronic spectrum of 1 shows a weak d−d transition band at
470 nm, and ligand to metal charge-transfer transition
(LMCT) is observed at 344 nm in an octahedral ligand field
environment.60 Complex 2 shows that only one broad intense
absorbance band at 460 nm may be due to the overlap of all
possible d−d transitions in the d5 system (Figure 1). The
absorption peak of 3 is similar to that of PytH·ClO4 with little
displacement. The broad peak at 270 and 338 nm may arise
due to the n → π* transition and the π → π* transition,
respectively.28 To check the stability of the complexes, UV−vis
spectra were evaluated at different times until 72 h, and no
significant change in absorption peaks was found.

Fluorescence Spectroscopy of PytH·ClO4, 2, and 3. The
fluorescence spectroscopy spectra of PytH·ClO4 (λex = 340
nm), 2, and 3 (λex = 420 nm) were recorded in the CH3CN
solution, as shown in Table 2. The fluorescence emission
bands of PytH·ClO4, 2, and 3 are found at 427, 430, and 843
nm, respectively (Figure 2). The ligand PytH·ClO4 and its
Mn(II) complexes (2) exhibit a similar intense emission band.
The spectral data of 2 shows that there is no remarkable
change in fluorescence properties in the presence of ligand
environments. However, 3 exhibits a remarkable change in

Figure 1. UV−vis absorption spectroscopy of PytH·ClO4, 2, and 3.
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fluorescence emission at a wavelength of 843 nm concerning
the ligand. The better coordination of Ni(II) with ligand than
Co(II) and Mn(II) is envisaged by the increase of fluorescence
intensity in 3.61 Thus, complex 3 can be used as a fluorophore
in photochemical applications.
Electrochemical Study. A study of the electrochemical

behavior of a metal complex has an immense role in exploring
the chemical and electrochemical reactions and mechanisms
involved in a molecule. The redox property of a bioactive
compound can also give insight into its metabolic facts and
biological activities. We studied the electrochemical behavior
of the compounds since this category of compounds has a wide
application in biology and chemistry. The CV of 1 shows three
reduction peaks at −0.83, + 0.56, and +0.85 V versus Ag/AgCl,
saturated KCl, corresponding to the ligand reduction, Co(III)
to Co(II) and Co(II) to Co(I) reduction, respectively. The
predominant single oxidation peak at 0.93 V might be the
combination of oxidation processes Co(I) → Co(II) and
Co(II) → Co(III).49 The CV of 2 in CH3CN (Figure 3)
shows two reduction potential peaks at 0.32 V (a) and 0.78 V
(b) versus Ag/AgCl in saturated KCl, which implies that
Mn(II) is reduced to Mn(I) and then Mn(I) is reduced to
Mn(0), respectively, while the reverse process of two oxidation
potential peaks at 0.38 V (c) and 0.79 V (d) indicate Mn(0)→
Mn(I) and Mn(I) → Mn(II) oxidation processes, respectively.
As shown in Figure 4, the CV of 3 in CH3CN shows two

reduction potential peaks at −0.24 V (a) and 0.42 V (b) versus
Ag/AgCl in saturated KCl. The first peak −0.24 V (a) implies
the reduction of ligand moiety. The second peak 0.42 V (b) is
attributed to the reduction of Ni(II) → Ni(0), while in the
reverse process one, the oxidation potential peaks at 0.32 V (c)
indicate the Ni(0) → Ni(II) oxidation reaction in the presence
of ligand field environment. The oxidation and reduction
processes are irreversible in the complexes. The Mn(II)
complex (2) shows the lowest value of reduction potential (ER
= 0.32 V) and is more susceptible to reduction than Co(III)
and Ni(II) complexes. Therefore, it is quite reasonable to

conclude that the Mn(II) complex will be a biologically active
redox species.

X-ray Crystallography Study and DFT. The detailed
structural description of 1 was reported earlier by us.40 The
HOMO−LUMO energy calculation of 1 is given in Figure S7.
The refinement X-ray crystallography pictures of PytH·ClO4,
2, and 3 are shown in Figures 5, 7, and 8, and the refinement
X-ray crystallography data, bond distance, bond angle of PytH·
ClO4, 2, and 3 are summarized in Tables 1 and S2 and S3. The
space group of PytH·ClO4 crystal is P21/n with a monoclinic
crystal system (Figure 5a). The angles between the different
planes C12−C11−C10 and C11−C10−N4, C10−N4−C8 and
N4−C8−N3, C8−N3−N2 and N3−N2−C6, and N2−C6−
C5 and C6−C5−N1 are 10.38, 0.52, 2.32, and 6.78° indicate
that the molecule is nearly planar. The perchlorate (ClO4

−)
and water molecules are placed in opposite directions
concerning the ligand backbone. The delocalization of π-
electron clouds of the thiazole ring is assigned from two

Table 2. Different Interaction Energies of PytH·ClO4, 1, 2, and 3 with CT-DNA Are Given in Kcal/mol

compound

estimated inhibition
constant, Ki (μM) at

T = 298.15
vdW + H bond + dissolving
energy (ΔGvdW+hb+desolv)

electrostatic
energy
(ΔGelec)

total internal
energy
(ΔGtotal)

torsional free
energy (ΔGtor)

unbound system’s
energy (ΔGunb)

binding free
energy

(ΔGbinding)

PytH·
ClO4

0.067 −11.27 −0.01 −1.55 +1.49 −1.55 −9.79

1 67.74 −6.92 +0.03 −2.66 +1.19 −2.66 −5.69
2 14.99 −7.66 −0.11 −2.87 +1.19 −2.87 −6.58
3 35.05 −6.95 −0.32 −2.84 +1.19 −2.84 −6.08

Figure 2. Fluorescence spectroscopy of PytH.ClO4, 2, and 3 at 1 × 10−5 (M) concentration.

Figure 3. Cyclic voltammogram of 2 in an acetonitrile solvent
containing tetrabutylammonium perchlorate as a supporting electro-
lyte at a scan rate of 20 mV/s.
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sufficiently different bond distances, namely, C8−N4 (1.308Å)
and C10−N4 (1.398Å). The ligand molecule crystallizes in a
Z-isomeric form and stabilized through intermolecular H-
bonding with N1−H1A··O12 of ClO4

− at distance 2.23 Å and
N3−H3A···O100 of a water molecule at a distance 2.150 Å
(Figure 6a). The corresponding H-bonds are given in Table
S4. The presence of a larger ClO4

− anion in the asymmetric
unit is preferred for crystallization as perchlorate salt of
quaternary pyridinium ion rather than the neutral ligand
molecule. The MO orbital picture of PytH·ClO4 is shown in
Figure 5b. The energy difference between HOMO and LUMO
is 1.397 eV. The characteristic properties such as molecular
planarity, high solubility, and small energy gap of HOMO and
LUMO make the ligand a good candidate for biological study.
The asymmetric unit of 2 contains two molecules. The

crystal system of 2 is triclinic with the space group P1̅. Each
manganese canter is coordinated with two neutral ligands
(PytH·ClO4) forming a rigid distorted octahedral geometry
with a mer configuration (Figure 7). The primary valency of 2
is satisfied by two ClO4

− ions present outside of the

coordination zone confirming the +2 oxidation state of
manganese. Each ligand acts as a neutral tridentate NNN
donor and forms five-membered chelate rings with Mn(II)
ions. Two axial bonds are nearly the same, for example, Mn−
N1 (2.285 Å) and Mn−N4 (2.305 Å), and four equatorial
bonds are also very close in values, for example, Mn−N2
(2.233 Å), Mn−N5 (2.241 Å), Mn−N6 (2.262 Å), and Mn−
N8 (2.262 Å). All equatorial bond angles, namely, N2−Mn−
N5 (106.0°), N5−Mn−N6 (140.9°), N6−Mn−N8 (70.6°),
and N2−Mn−N8 (112.3°), deviate from the ideal bond angle.
The angles N1−Mn−N2 (70.60), N1−Mn−N5 (105.0), N1−
Mn−N6 (96.40), N1−Mn−N8 (81.20), N4−Mn−N2
(70.90), N4−Mn−N6 (122.50), N4−Mn−N8 (109.90), and
N4−Mn−N5 (89.60) are not equivalent and are also deviated
from 90° of an idealized octahedron, indicating a high level of
distortion in the structure of 2 (Table S3). The complex (2) is
stabilized through hydrogen bonding (Figure 8a), π···π, and
C−H···π stacking interactions (Figure 8c). Supramolecular
associations of 2 are given bc directions in Figure 8b. The
energy gap between the HOMO and LUMO is 1.712 eV, and
the contribution to the HOMO and LUMO is mainly due to
the Mn ion and perchlorate ion. However, the HOMO−
LUMO in 1 is mainly formed by the metal ion and ligand
moiety (Figure S7), and the corresponding energy gap (0.4217
eV) is lower than 2 or 3. The lowest HOMO−LUMO energy
difference of 1 is responsible for a favorable electronic property
than any other complexes.
Complex 3 is a monoclinic crystal system with the space

group C2/c. The perspective view of the complex molecule is
given in Figure 9. The geometry of the complex is distorted
octahedral with the NiN6 chromophore where the ligands act
as neutral tridentate NNN donors forming a tris complex with
mer configuration. Two perchlorate ions are present outside of
the coordination zone satisfying the +2 oxidation state of
Ni(II). Ni(II) is coordinated by two pyridine nitrogen (N1
and N1i), two hydrazone nitrogen (N2 and N2i), and two
thiazole nitrogen (N4 and N4i). The relative positions around
Ni(II) within the pairs of pyridine nitrogen, hydrazone
nitrogen, and thiazole nitrogen are cis, trans, and cis,

Figure 4. Cyclic voltammogram of 3 in acetonitrile containing
tetrabutyl ammonium perchlorate as a supporting electrolyte at a scan
rate of 20 mV/s.

Figure 5. (a) Molecular structures of PytH·ClO4. Thermal ellipsoids are drawn at the 50% probability label. For the clarity of the structure, some
hydrogen atoms have been omitted. (b) HOMO and LUMO energy-level diagrams of PytH·ClO4.
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respectively. The Ni−N1 (pyridine), Ni−N2 (hydrazone), and
Ni−N4 (thiazole) bond distances are 2.092(2), 2.021(3), and
2.172(2)Å, respectively, which are close to the values reported
earlier.60 The bite angles formed by similar donor atoms of
ligands have the same value [N1−Ni−N2 and N1i−Ni−N2i is
76.94 (10) and N2−Ni−N4i and N2i−Ni−N4 is 105.17
(10)]. The symmetrical biting angles reveal the symmetric

arrangements of ligands in the bis chelate complex. Complex
(3) is stabilized by H-bonding bonding. As shown in Figure
10a, boat-like intermolecular 3D hydrogen bondings are
observed in 3 between counter anion (ClO4

−) and crystal
water. Supramolecular association of 3 in ab directions and ac
direction are shown in Figure 10b,c, respectively. The orbital
picture of 3 shows that both ligand and metal orbitals are

Figure 6. (a) Hydrogen bond and (b) different π−π stacking interactions form supramolecular structures. (c) 2D framework in crystallographic ab
plane in PytH·ClO4, where perchlorate ions are shown as green colored polyhedrons.

Figure 7. (a) Molecular structure of 2 showing the atom numbering scheme. Ellipsoids are drawn at the 50% probability level. (b) HOMO and
LUMO energy-level diagrams of 2.
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participating in HOMO and LUMO orbital formation. The
calculated energy gap between HOMO and LUMO is 2.656
eV.
Biological Activity. DNA Binding Study of PytH·ClO4, 1,

2, and 3 with CT-DNA. UV−vis spectroscopy is a common
useful method to study the interaction properties of the
synthesized compound with DNA (CT-DNA). The shifts (red
or blue) of absorption peak wavelength during titration
indicated the structural change of DNA in the presence of
drug molecules.62 In our experiment, the absorbance peaks
were observed at 270 nm (π→ π*) and 413 nm (n→ π*) (for
PytH·ClO4), 485 nm (d−d transition) (for 1), 272 and 353
nm (for 2), and 265 and 486 nm (for 3) in the absence of CT-
DNA. The intensity of the absorbance peak of PytH·ClO4
increased at 270 and 413 nm with the gradual addition of CT-
DNA. The absorbance band intensity of 1, 2, and 3 decreased
with the addition of CT-DNA. The position of these
absorption bands of all compounds shifted slightly to a longer
wavelength (3−10 nm), which reveals that the tested
compounds have substantial interaction with CT-DNA. As
can be seen in Figure 11, the compounds showed a red shift
which can be caused by the coupling π orbital of base pair of
DNA with the π* orbital of an external molecule and form
π−π* conjugation.63,64 The binding constant (Kb) was
calculated from the ratio of slope and intercept by plotting
[DNA]/(εb − εf) versus [DNA] at a fixed wavelength by
increasing the concentration of CT-DNA. The order of Kb

values shown by the tested molecules is PytH·ClO4 (Kb = 9.29
× 105 mol−1) > 2 (Kb = 8.71 × 105 mol−1) > 3 (Kb = 7.82 ×
105 mol−1) > 1 (Kb = 7.11 × 105 mol−1) according to the
equation [DNA]/(εa − εf) = [DNA]/(ε0 − εf) +1/Kb(ε0 − εf).
Therefore, it can be concluded that the compounds under
investigation behave as intercalators with CT-DNA.49,65

Cytotoxic Activity of PytH·ClO4, 1, 2, and 3. The MTT
assay is used to investigate the in vitro cytotoxic activities of
PytH·ClO4, 1, 2, and 3 against U-937 human histiocytic
lymphoma cells for 72 h in triplicate. Based on the MTT assay
results, it is found that compound PytH·ClO4, 1, 2, and 3
exhibited potent cell death activity as shown in Figure 12. The
order of cytotoxicity is observed as 2 > PytH·ClO4 > 1 > 3.
The Mn(II) complex (2) has shown the least IC50 value
(0.3976 ± 0.05 μM), making it most potent among the tested
compounds. The data are transformed, normalized, and
calculated using GraphPad Prism (Figure 12). PytH·ClO4
(IC50 value 4.374 ± 0.02 μM) shows higher cytotoxicity
than 1 (IC50 value 5.583 ± 0.012 μM) and 3 (IC50 value 11.63
± 0.01 μM). The MTT assay indicates that both ligand
PytH.ClO4 and its Co(III) and Mn(II) complexes showing
antiproliferative activity can be used as potent antitumor agents
against the U-937 cancer cell line.

Live and Dead Cell Assay. Live and dead cell assay is
performed to check the cell viability properties of the
synthesized compounds against the U-937 cells. The principle
for this assay is that the non-fluorescent calcein AM is

Figure 8. (a) Hydrogen bonding in 2, counter anion (ClO4
−), and crystal water. (b) Supramolecular association of 2 in the bc direction. (c)

πpyridine···πpyridine stacking and C−H··· πpyridine stacking interactions.
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converted to a green fluorescent calcein in live cells after
acetoxymethyl ester hydrolysis by intracellular esterase.
Propidium iodide, a membrane impermeant dye, binds to
double-stranded DNA through intercalation after crossing the
plasma membrane of dead cells. U-937 cells, treated with 5 μM
PytH·ClO4, 1, 2, and 3 and 2 μM doxorubicin, were incubated
at 37 °C in a 5% CO2 incubator overnight. After incubation,
the cells were centrifuged and washed thrice with PBS and
stained with 5 μM calcein-AM 4′ ,5′-bis(N ,N-bis-
(carboxymethyl)aminomethyl)fluorescein acetoxymethyl ester
along with propidium iodide to determine the live and dead

cell population in the treated cells. The green-stained cells
indicated the presence of live cells, whereas propidium iodide-
stained red cells indicated the dead cell population after
treatment as shown in Figure 13A. The stained cells were
observed under an Olympus IX73 Fluorescent Micro-
scope.66,67 As can be seen in Figure 13B, about 88.5% of
cells are dead in the presence of PytH·ClO4 and 80.5% of cells
are dead by 2 at a 5 μM concentration. The results are
consistent with the data of the MTT assay. Henceforth, it
could be concluded that PytH·ClO4 and 2 (Mn-complex)
exhibit more cell death than 1 and 3 against U-937.

Figure 9. Molecular structure of 3 (a) showing the atom numbering scheme. Ellipsoids are drawn at the 50% probability level (a). HOMO and
LUMO energy-level diagram of 3 (b).

Figure 10. (a) Boat-like intermolecular 3D hydrogen bonding interactions in complex 3 between counter anion (ClO4
−) and crystal water. (b)

Supramolecular association of 3 in a, b directions. (c) Supramolecular (2 × 2 × 2 cells) structure of 3 in a, c directions.
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Lactate Dehydrogenase Release Assay. Lactate dehydro-
genase (LDH) release assay is a gold standard technique to
distinguish apoptotic (programmed cell death) mode of cell
death over the necrotic mode of cell death. The amount of
LDH release is quantified at 6 h. LDH enzyme, a marker of
cytoplasm leakage due to necrosis, is assayed to elucidate the
physiological pathway, followed by compounds to elucidate
their action on the cells. The compounds 1, 2, and PytH·ClO4
did not release significant LDH at concentrations equivalent to
the IC50 value and higher concentration (at a double
concentration of IC50) (Figure 14). However, compound 3
released LDH at the IC50 and double IC50 values, indicating
the necrotic mode of cell death.68,69 Therefore, it is now safe to
conclude that the compounds PytH·ClO4, 1, and 2 exhibit the
apoptotic mode of cell death, and 3 follows the necrotic mode
of cell death. Further, the apoptosis mode of cell death is
investigated by PARP and caspase 3 cleavages.
PARP-1 Cleavage Activity of PytH·ClO4, 1, 2, and 3.

Poly(ADP-ribose)polymerase (PARP) is a highly abundant
nuclear enzyme involved in the DNA repair process. PARP
synthesizes poly-ADP ribose from NAD+ in response to DNA
damage. The activation of the apoptosis-specific family of
proteases such as active caspases results in the cleavage of
PARP. The cleavage produces a C-terminal 89 kDa fragment,
which is detected by western blot. The whole cell lysates of U-
937 cells treated with PytH·ClO4, 1, 2, and 3 at 40 μM were
probed for cleaved PARP and cleaved caspase 3 using western
blot. The cells treated with PytH·ClO4, 1, and 2 (except 3)
had shown a band of cleaved PARP and cleaved caspase 3,

confirming the apoptosis mode of cell death (Figure 15)
among the tested compounds.70−73 This result was also
attested by the low level of LDH release by PytH·ClO4, 1, and
2. It is interesting to note that 3 has shown significant LDH
release and does not show any sign of PARP cleavage. The
above discussion revealed that compounds PytH·ClO4, 1, and
2 show apoptosis mode of cell death, and they can be used as
potent anticancer agents for future study.

PBMC Viability Assay. The cytotoxicity of PytH·ClO4, 1, 2,
and 3 is checked on PBMCs using the MTT assay. These
compounds were treated on primary cells (PBMCs) and
isolated from fresh human blood with IC50 values and twice
IC50 values. Both PytH·ClO4 and 2 showed no toxic effects to
PBMCs compared to control (Figure 16). It can be concluded
that PytH·ClO4, 1, and 2 can be trailed as a potential
antitumor agent against U-937 tumor cells, without affecting
primary cells.

Molecular Docking Study of PytH·ClO4, 1, 2, and 3 with
DNA. The docking studies of the synthesized ligand and its
derivatives were performed with DNA using Auto Dock
Tools.32 The best affinity modes of docked compounds PytH·
ClO4, 1, 2, and 3 with DNA are shown in Figures 17, S8, 18,
and S9, respectively. The various types of interactions such as
hydrogen bonding, π−π stacking, cationic−π interactions, and
hydrophobic are present between docked compounds and base
pairs of DNA. The free binding energies of PytH·ClO4, 1, 2,
and 3 with DNA are −9.79, −5.69, −6.58, and −6.08 Kcal/
mol, respectively, and other binding parameters are given in
Table 2.

Figure 11. Absorption spectra of complex ([complex] = 29.4 × 10−6 M) in the absence and presence of increasing amounts of CT-DNA at room
temperature in 50 mM Tris−HCl/NaCl buffer (pH = 7.4). Inset: Plot of [DNA]/(εb − εf) vs [DNA] for absorption titration of CT-DNA with
PytH·ClO4 and 1, 2, and 3.
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PytH·ClO4 interacted with Cyt9 through hydrogen bonding
(PytH·ClO4)N···H-Cyt9 at a distance of 2.28 Å. The π (alkyl
group of PytH·ClO4)−π (DNA base pair) stacking interaction
was observed between the acetyl group attached with pyridine
of PytH·ClO4 and pi-electron clouds of cytocin 9 (Cyt9). On
the other hand, the base pair of Ade6 and Thy20 interacts with
the methoxy group with π (alkyl group of PytH·ClO4)−π
(DNA base pair) stacking interaction with maintaining the
distances of 4.74 and 3.21 Å, respectively. The C (thymine)−
O (PytH·ClO4) charge−charge interaction with a distance of
3.62 Å also stabilized the ligand−DNA adduct as shown in
Figure 17b,c. The interaction position shows that it acts as a
major groove binder with DNA (Figure 17a), and the binding
parameters implied that it also behaved as a good intercalator
with a DNA base pair. The intercalating nature of PytH·ClO4
is due to the molecular planarity, and suitable size is

susceptible to penetrate in the double-stranded DNA base
pair, which may be the cause of higher binding energy of PytH·
ClO4 (−9.79 Kcal/mol).
The binding free energy of 1 is −5.69 Kcal/mol. The

docking result of the complex 1 exhibits mainly πAlkyl(1)−π
(DNA base pairs), the interaction between different base pairs
of DNA with the methoxy group of the coordinated ligand
moiety to stabilize the DNA−metal complexes shown in Figure
S8. The CThymine−O(PytH·ClO4) charge−charge interaction with a

distance of 3.07 Å was also observed between 1 and DNA. No
hydrogen bonding interactions are found between 1 and DNA.
The docking study also reveals that complex 1 acts as a minor
groove binder with double-stranded DNA. The docking
parameter given in Table 2 shows that the incorporation of
metal ions in the ligand reduces the binding free energy of

Figure 12. U-937 cells (5000 cells/well of a 96-well plate) are treated with different concentrations of ligand (PytH·ClO4) and its derivatives 1, 2,
and 3 for 72 h in triplicate. The MTT cell viability was assayed. The mean cell death from triplicate samples is calculated in percentage, considering
that the untreated cell death is 0% and is indicated in graph (A). U-937 cells were treated as shown above for 72 h with different concentrations of
PytH·ClO4, 1, 2, and 3 and the MTT assay was carried out. The percentage of cell viability is plotted in the group (B). Data are transformed and
normalized, and IC50 values are calculated using GraphPad Prism.
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metal complexes. The free energy of binding of 2 is −6.58
Kcal/mol, and other parameters are given in Table 2. Complex
2 interacts with the base-paired DNA with various interactions;
hydrogen bonding interactions are observed in the S-atom of
the thiazole moiety with the H-atom attached with the Gua4
base pair at a distance of 2.11 Å. The π (DNA base pair)−alkyl
group (coordinated ligand) was also observed between the
methoxy group of the coordinating ligand and the π-electron
cloud of Ade6, Gua22, and Cyt21 base pair of DNA shown in
Figure 18. Another π (coordinated ligand)−σ (CH3 group of
DNA base) and π (thiazole S)−π (DNA base pair) stacking
interaction are seen between the coordinated ligand and Ade5,
Cyt23, and Gua4 with maintaining a distance of 3.36, 3.82, and
4.16 Å respectively. The most favorable dock position of 2 with
DNA exhibits a major groove binder. The docking parameter
shows that the number of interactions in 2 with DNA base pair
is greater than 1 and 3. The findings of docking results under

investigation attested to the results of the DNA binding and
cytotoxicity study.
The estimated free binding energy of complex 3 is 6.08

Kcal/mol. Compound 3 interacts to the DNA base pairs
mainly with hydrogen bonding, π···alkyl, π···anion, and
charge−charge stacking interaction shown in Figure S9. The
π-electron cloud of DNA base pairs of Gua4 holds with the
CH3O− group of the coordinated ligand with a distance of
4.62 and 5.14 Å, respectively. The hydrogen bonding
interaction observed between H-attached to Gua4 and
methoxy-O of the coordinated ligand at a distance of 1.99 Å.
The π (coordinated ligand)−anion (PO4

3−) interaction
observed between the thiazole or benzene ring of coordinated
ligands and O-atoms of PO4

3− attached to thiamin 7, adenine
6, and cytocin 21 shown in Figure S9. The π (DNA)−sulfur
(thiazole moiety) interaction and charge−charge also contrib-
utes free binding energy. The number of DNA interactions of 3

Figure 13. (A) Live and dead cell assay showing the effect of PytH.ClO4 and its derivatives 1, 2, and 3 on the viability of U-937 cells at 5 μM
concentration with doxorubicin (2 μM) as a positive control using a fluorescence microscope. (B) For the same data, the percentage of cell death is
calculated and plotted as a bar graph.
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is higher than that of 1 but less than that of 2. This result also
supports the order of Kb values obtained from the DNA
binding experiment. The analysis of the docking result implies
that the compounds can intercalate with DNA.33,55,65,74

MD Study. A docking study is carried out to find out
probable binding interaction sites in between DNA and
different guest molecules. Subsequently, to check the binding
stability of guest−DNA adducts, an MD simulation study is
performed for 20 ns. This study also gives information related
to the comparison of the DNA binding stability of the ligand
(PytH·ClO4) (metal free) with different metal-incorporated
species (namely, metal complexes 1−3). The MD simulation

study shows that the DNA and ligand trajectories are not very
much close to each other due to the absence of the ligand from
the docking site. The radius of gyrations confirms that these
systems followed a harmonious swirl throughout the dynamics
(please see the Supporting Information Videos). After MD
simulation, the coordinates of the most important binding
residues are changed for PytH·ClO4 (Figure 19A). Interest-
ingly, the ligand (PytH·ClO4) became unglued from the
docked site after a 3.5 ns run of MD simulation and traveled in
the solvent system. However, all the metal complexes (1−3)
are almost stable in their docked positions as shown in Figure
19C,D for 2 and Figure S10 for 1 and 3. Moreover, two H-
bond interactions with the adenine residues of the DNA
structure and 2 increase the binding affinity. In addition, the 2-
DNA system shows several π−π static hydrophobic inter-
actions with the aromatic adenine and guanine residues. As can
be seen in the RMSD plot in Figure 19B,C, the metal
complexes are more stable than the ligand. The RMSD plots of
1 and 3 are given in the Supporting Information (Figure S11).
The maximum binding stability of 2 accounts for its good in
vitro activity and DNA binding affinity. This study helps to
conclude that the incorporation of metal into an organic small
molecule persists planarity as a whole to the molecular system,
which substantially improves the penetration of the molecule
inside the DNA groove. In addition, a relative binding free
energy study of 2 (−544.03 ± 9.54 Kcal/mol) is found in the
MMPBSA methodology, which showed a strong affinity
toward the DNA binding site in comparison to PytH·ClO4
(+8.15 ± 4.10 Kcal/mol). Other metal complexes (i.e., 1 and
3) also exhibited a prominent binding free energy profile
(−655.11 ± 9.88 Kcal/mol for 1 and −553.0659 ± 7.7866
Kcal/mol for 3). The difference in the binding free energies of
metal-free ligands and metallated ligands is observed not due
to over polarization but due to the probable presence of a
higher electrostatic interaction of the divalent metal ions
(Figures S12 and S13). This data proves the significant
improvement in showing the antiproliferative activity of 2
concerning the parent ligand inherited from Mn2+ present in
the system.
Generally, an enhanced anticancer efficacy was observed

when the ligand is attached to the metal center.17−19,75,76 In
the present study, a significant change in the anticancer
property of the perchlorate salt of ligand (PytH·ClO4) is not
observed in coordination with the metal ion. Notably, ligand

Figure 14. U-937 cells are treated with IC50 and double IC50 values of ligand PytH·ClO4 and its derivatives 1, 2, and 3 for 6 h. LDH release is
plotted as a percentage against Triton X-100, which is considered as 100% and untreated cells are considered as 0%.

Figure 15. U-937 cells were treated with 5 μM PytH·ClO4 and its
derivatives 1, 2, and 3. The whole cell lysate was probed for cleaved
PARP-1, full-length caspase 3, and cleaved caspase 3 on western blot.
The same blot was probed for GAPDH as a loading control. Cells
treated with doxorubicin were considered as a positive control.
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and its Mn(II) complex (2) showed the most promising
anticancer activity. There is a straightforward parallel relation-
ship between the experimental values of DNA binding study to
that of the theoretical docking values, that is, PytH·ClO4 (Kb =

9.29 × 105 mol−1; ΔGbinding = − 9.79 Kcal/mol) > 2 (Kb = 8.71
× 105 mol−1; ΔGbinding = − 6.58 Kcal/mol) > 3 (Kb = 7.82 ×
105 mol−1; ΔGbinding = − 6.08 Kcal/mol) > 1 (Kb = 7.11 × 105

mol−1; ΔGbinding = − 5.69 Kcal/mol). However, the

Figure 16. Effect of PytH·ClO4 and its metal derivatives 1, 2, and 3 on PBMC. PBMCs seeded in triplicates were treated with IC50 and with double
the IC50 values for 24 h. Cell death was calculated with the MTT assay.

Figure 17. (a) Different interactions between PytH·ClO4 and DNA and (b) zoom picture showing hydrogen bonding, hydrophobic, π−π, π-alkyl,
cationic−π carbon (DNA)−oxygen(ligand) interactions where DNA is shown on the surface and PytH·ClO4 is shown in the ball stick model and
(c) shows the 2d model of PytH·ClO4 and DNA.
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cytotoxicity order varies from the trend; the order of
cytotoxicity is observed as 2 > PytH·ClO4 > 1 > 3. However,
the highest cytotoxicity of complex 2 is consistent with the Kb
and ΔGbinding value concerning the other metal complexes
under investigation. The highest binding free energy value of
PytH·ClO4 (−9.79 Kcal/mole) is expected for its planar
structure having significant anticancer potential (IC50: 4.374 ±
0.02 μM) next to the Mn(II) complex (IC50: 0.3976 ± 0.05
μM). The order of anticancer efficacy among the metal
complexes has come out with their binding free energy order.
Additionally, the highest anticancer property of the Mn(II)
complex (2) may be attributed to the preferable reduction
potential profile undergoing facile reduction steps than any
other compounds under discussion. It is worth mentioning that

the perchlorate compounds under experiment show better
antitumor efficacy than the recently published compounds
bearing the thiazole−pyrazole unit.18,19

■ CONCLUSIONS

The thiazole and pyridine derivatives are a class of organic
compounds showing excellent biological activity. A thiazolyl
pyridinium perchlorate molecule (PytH·ClO4) and its cobalt-
(III), manganese(II), and nickel(II) perchlorate complexes are
synthesized and structurally characterized. The ligand PytH·
ClO4 having a rigid and quasi e-configuration forms distorted
octahedral complexes with the composition [Co(Pyt)2]ClO4,
[Mn(PytH)2](ClO4)2, and [Ni(PytH)2](ClO4)2. The asym-

Figure 18. Various types of stacking interactions of 2 with DNA base pair, namely, π (thiazole/benzene)···σ (O atom of PO4− of Guanine19) and
σN7···σ (O atom of PO4− of Guanine30). The DNA is shown on the surface, and the complex is shown in the ball stick model.

Figure 19. Results of MD simulation studies of PytH·ClO4 and 2. (A,C) indicate the binding conformation of PytH·ClO4 and 2, respectively. The
green dotted lines indicate the H-bond interaction sites. (B,D) indicate the RMSD plot of PytH·ClO4 and 2 concerning the MD simulation time
(up to 20 ns).
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metric unit of the Co(III) and Mn(II) complexes contains
crystallographically independent twin [Co(Pyt)2]

+ and [Mn-
(PytH)2]

2+ entities, respectively. The coordination sites of the
complex are occupied by two heterocyclic “N” atoms (one
from pyridine and another from thiazole) and one hydrazinic
“N” atom of each ligand forming five-membered cyclic rings.
The ligands bind to metal through mer configuration. The
compounds show prominent antiproliferative activity against
human monocytic cells (U-937). Compound 2 and PytH·ClO4
exhibit better activity with IC50 values 0.3976 ± 0.05 μM and
4.374 ± 0.02 μM than 1 (5.583 ± 0.012 μM) and 3 (11.63 ±
0.01 μM). Based on the result of LDH assay and PARP-1
cleavage activity, it is found that PytH·ClO4 and 2 show the
apoptosis mode of cell death, whereas 1 and 3 show the
necrotic mode of cell death. The DNA binding experiment,
docking, and MD simulation study reveal their most probable
intercalating mode of binding to the base pair of DNA. The
PBMC assay reveals the non-toxicity of PytH·ClO4 and 2
toward normal blood cells. In conclusion, the pyridinium
thiazole ligand and its metal derivatives emerge as potential
antitumor activity, and new advanced research is needed to
understand how the mechanism of action of these compounds
against tumor cells occurs.

■ DATA AND SOFTWARE AVAILABILITY
The study reported in this article has utilized the Orca 4.0
program for DFT calculation of the ground-state electronic
structure of the complex. For docking study, the Cartesian
coordinate of one PDB code was used, which is reported in the
PDB database as primary data. The Cartesian coordinate of
this PDB is freely available at https://www.rcsb.org/. After the
docking study, the PDB was examined in discovery studio
software for the 3D interaction diagram of the ligand binding
site. The ligand docking in the protein was carried out using
open-source software, namely, the AutoDock 4.0 version. The
MD simulations were carried out using open-source packages
VMD1.9.3 and NAMD2. The trajectories of MD simulations
were analyzed in VMD1.9.3 using appropriate scripts provided
in the NAMD tutorials/manual. Relative binding free energy
was determined involving the open-source CaFE plugin in
VMD1.9.3. The plots were generated using the MS Excel
(version 2016) and open-source software Grace (version
5.1.25). The 3D figures were generated using the UCSF
chimera. Inkscape, an open-source package, was used for figure
processing. The animation files of trajectories were generated
using the VMD1.9.3 movie plugin.
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Abstract

Matrix metalloproteinase (MMP), a protease enzyme, partici-

pates in proteolytic cleavage of extracellular matrix proteins

from Drosophila and mammals. But, recent studies have re-

vealed other physiologically important roles of MMP in

Drosophila. MMP contributes to cardioblast movement and

distribution of collagen proteins during cardiogenesis in

developing Drosophila. Tissue remodeling, especially tracheal

development is also maintained by MMP. MMP regulates

certain immunological functions in Drosophila such as wound

repairing, plasmatocyte assemblage at the injured site of the

basement membrane and glial response to axon degeneration

in Drosophila nervous system. But, the contribution of MMP to

tumor formation and metastasis in Drosophila has made it an

interesting topic among researchers. Ovulation and egg laying

are also found to be affected positively by MMP in Drosophila.

K E YWORD S

Drosophila, immunological function, matrix metalloproteinase,
metastasis, ovulation

1 | INTRODUCTION

Matrix metalloproteinases (MMP) or matrixins are calcium dependent zinc‐containing metalloproteinases that are

capable of cleaving any type of extracellular matrix (ECM) proteins (Verma & Hansch, 2007; Visse & Nagase, 2003).

Apart from the removal of ECM molecules, MMP also takes part in several biological processes inside an organism.

To give an idea, it plays a critical role in cell proliferation (Cui et al., 2017), cell migration (Amalinei et al., 2007), cell

differentiation (Cui et al., 2017), host defense, cancer cell invasion (metastasis) (Nagase & Woessner, 1999; Verma
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& Hansch, 2007). Two classes of MMP include secreted MMP and membrane‐bound MMP (Page‐McCaw

et al., 2007; Ra & Parks, 2007).

Our review is aimed at the role of MMP in Drosophila. Drosophila (Fruit fly), being the most useful experimental

Arthropod organism, is chosen preferably to perform genetic, biochemical, and immunological analysis of MMPs. Because

of its small body size, easy availability, and an unexpected level of conservation among biological processes between flies

and vertebrates (LaFever et al., 2017), Drosophila is favorite to many research workers. There are only two matrixins found

in Drosophila, MMP1 and MMP2 (Llano et al., 2002; Page‐McCaw et al., 2003). MMP1 is primarily a secreted collagenase

cleaving collagen whereas MMP2 is primarily a membrane‐bound gelatinase breaking down the gelatin (Llano et al., 2002;

Page‐McCaw et al., 2003; Steven & Page‐McCaw, 2012). MMP2 is also glycosylphosphatidylinositol (GPI) anchored (Page‐

McCaw et al., 2003). Both MMPs have been shown to possess some common and some discrete functions. In this review,

we present the basic structure of Drosophila MMP to give the readers an idea on how it is activated and how it works.

Then, we are going to focus on some important functions of both the MMPs in Drosophila including developmental,

immunological and reproductive roles and try to understand its effectiveness in the Drosophila body.

2 | STRUCTURE OF MMP

An MMP is composed of a propeptide, a catalytic metalloproteinase domain, a hinge region and a hemopexin domain

(Nagase et al., 2006). Of them, the propeptide, catalytic and the hemopexin domain are greatly conserved (Glasheen

et al., 2009). In Drosophila melanogaster, both MMPs (MMP1 and MMP2) have the same structure‐ propeptide domain,

catalytic domain, hinge region and hemopexin domain (Figure 1) (Llano et al., 2002; Page‐McCaw et al., 2003). A computer

analysis on Drosophila genomic sequence revealed the similarity to the catalytic and hemopexin domain as in vertebrate

MMPs (Llano et al., 2002). Propeptide domain: The propeptide domain actually acts negatively (Glasheen et al., 2009) and

has three α chains and connecting loops (Nagase et al., 2006). For MMP1 and MMP2, The region between helix 1 and

helix 2, known as “bait region” (Murphy & Nagase, 2008; Nagase et al., 2006), is prone to extracellular proteases (Visse &

Nagase, 2003). Proteolysis of this region plays a role in MMP activation. The α helices are followed by a “cysteine switch”

that contains cysteine residues interacting with the Zinc ion present at the catalytic site (Nagase et al., 2006). This causes

the inactivation of the enzyme (Pro‐MMP form). Degradation of Cys‐Zn2+ occurs when the enzyme is activated (Nagase

et al., 2006).

F IGURE 1 Domain structure of MMP1 and MMP2.
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Catalytic domain: MMP catalytic domain consists of five β pleated sheet, three α helices and connecting loop (Nagase

et al., 2006). It has one catalytic and one structural zinc ion. A conserved methionine has been found at this domain giving

rise to a “Met‐Turn” after zinc‐binding motif (Bode et al., 1993). The catalytic domain has highly conserved sequence which

contains three histidine residues (Cui et al., 2017; Nagase et al., 2006). MMP2, also identified as gelatinase A, comprises

three repeats of fibronectin II motif in the catalytic metalloproteinase domain (Morgunova et al., 1999).

Hinge region: Hinge region, made up of proline (Amaliei et al., 2007; Maskos, 2005), acts as a linker between

catalytic and hemopexin domain. This region allows domain flexibility and enzyme constancy (Maskos, 2005).

Hemopexin domain: The hemopexin domain consists of a four‐bladed β propeller structure with a single

disulfide bond between the first and fourth blade (Glasheen et al., 2009; Nagase et al., 2006). This domain is

required for substrate recognition and specificity, denaturation of collagen triple helix and protein‐protein inter-

action (Figures 2 and 3) (Chung et al., 2000; Patterson et al., 2001).

3 | DEVELOPMENT AND GROWTH OF HEART

Drosophila has an open circulatory system consisting of a simple tube like heart that controls hemolymph circulation

(Demerec, 1950; Rotstein & Paululat, 2016). Drosophila is being used as a model organism in cardiac biology since it

contains more than 80% homology with mice as shown by comparing the ontological profile of Drosophila cardiac

F IGURE 2 3D structure of MMP1. MMP, matrix metalloproteinase
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proteome and mouse heart proteome (Cammarato et al., 2011). Expression of MMP1 and MMP2 in cardioblasts and

their influence on collective cell migration (CCM) of cardioblasts have been shown experimentally (Raza

et al., 2017). It was also demonstrated that the apical localization of signaling molecules such as Slit and Robo and

receptors of ECM (integrin and dystroglycan) are regulated by MMP2 (Raza et al., 2017).

Both MMP1 and MMP2 are necessary to induce migration of cardioblasts during CCM because a crucial

decrease in the motility of cardioblasts in mmp1,2 double mutant and mmp2 mutant has been reported (Raza

et al., 2017). It was also observed that increased MMP2 level enhances ECM disruption (Raza et al., 2017). As pupa

undergoes fat body disintegration, MMP2 plays a role in lysis of basement membrane to inhibit cell‐ECM inter-

action and MMP1 is required to cleave E‐cadherin molecule to disrupt cell‐cell adhesion (Jia et al., 2014). MMP1 is

the key factor to increase the luminal size by removing E‐cadherin from the medial lumen. Embryos with mmp1

mutation were reported to have a small lumen (Raza et al., 2017). MMP2, present at the cadherin expressing

cardioblast leading‐edge, protects the junctional domain by inhibition of Collagen IV based lumen development

F IGURE 3 3D structure of MMP2. MMP, matrix metalloproteinase
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(Raza et al., 2017). Embryo with mmp2 mutation showed a failure of lumenogenesis due to unusual accumulation of

Collagen IV around cardioblasts (Raza et al., 2017).

MMP2 also performs in the distribution of heart specific collagen, pericardin (Prc) protein (Hughes et al., 2020).

In mmp2 mutation or when MMP2 activity was reduced, an abnormally high concentration of Prc protein was

observed in both cases (Hughes et al., 2020). Oppositely, overexpressed MMP2 showed a significant diminution of

Prc network formation (Hughes et al., 2020). Viking (Vkg), a type of collagen IV, is found at the basal and medially

located apical surface, not in the apical extensions (Raza et al., 2017). In mmp2 and mmp1,2 double mutants, Vkg is

found to be expanded over the entire apical region (Figure 4) (Raza et al., 2017).

4 | TISSUE REMODELING

The invertebrate trachea is made of a tubular network. Tracheal growth is regulated by expanding cell size without cell

division (Beitel & Krasnow, 2000). Null mutants of MMP1 do not survive due to the lack of tracheae. In MMP1 mutation,

the tracheal tube undergoes breakage and disruption after the first molt (Page‐McCaw et al., 2003). Due to faulty tracheae,

MMP1 mutants show behavior similar to hypoxia and sometimes, they die before metamorphosis (Beaucher et al., 2007;

Page‐McCaw et al., 2003). Another role of Drosophila MMP1 is to break a transmembrane adhesion factor ninjurin A

(NinjA) and this cleavage plays a significant role in appropriate branching and formation of a mature tracheal system (Zhang

et al., 2006). MMP2 mutation results in imperfect histolysis of the tissues that is involved in metamorphosis (Page‐

McCaw, 2008). A huge amount of MMP1 becomes expressed in autophagic tissues during metamorphosis (Lee

et al., 2003). On the whole, MMP1 and MMP2‐ both are required for tissue remodeling. Additionally, both MMPs function

in a cooperative mode and bring on Drosophila fat body cell dissociation in a distinct manner (Jia et al., 2014).

F IGURE 4 Role of MMP in heart development.
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5 | HEALING OF WOUND VIA EPITHELIALIZATION

Both MMPs are necessary for wound healing in Drosophila (Steven & Page‐McCaw, 2012). Generally, wounds are healed

about 86% of the wild types after 18 h of wounding. In MMP1 knocked down flies, wound did not heal in any of the tested

flies by 18h postwounding and the size of the wounded area expanded (Steven & Page‐McCaw, 2012). MMP2 also

participates in wound repairing since mmp2 mutants were unable to close the wounds (Steven & Page‐McCaw, 2012).

Catalytically inactive MMP1 (acting as a dominant negative) has shown that wounds continued to be open in

100% of the animals after 18 h of being wounded. This hinted that MMP1 catalytic activity is involved in epi-

thelialization (Steven & Page‐McCaw, 2012). Low expression of MMP1 was found in the unwounded epidermis.

Steven and Page‐McCaw (2012) also reported that the MMP1 level is increased in a gradient, being highest at the

site of the wounded region. MMP1 is found to be performing assembly of collagen IV at the wound site, thereby

maintaining the basement membrane. A study with Vkg‐green fluorescent protein (GFP), wild types were shown to

be lacking Vkg‐GFP accumulation at the damaged edge after 1 h of wounding. But, a dramatic increase in Vkg‐GFP

was seen at that site by 5 h postwounding (Figure 5) (Steven & Page‐McCaw, 2012).

6 | BASEMENT MEMBRANE DAMAGE AND ACCUMULATION OF
PLASMATOCYTES AT DAMAGED SITE

Hemocytes are the circulating immune cells of Drosophila (Pham & Schneider, 2008). Of the three types of

hemocytes, plasmatocytes are the most abundant, performing function that is analogous to that of mammalian

macrophages (Diwanji & Bergmann, 2020; Gold & Bruckner, 2015). Phagocytic nature of Drosophila plasmatocyte

F IGURE 5 Role of MMP in wound healing process. MMP, matrix metalloproteinase
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has been demonstrated by Franc et al. (1999) and Ayyaz et al. (2015). Even though these hemocytes repair

damaged tissue, they can promote pathological overproliferation of tissues on certain conditions (Gold &

Bruckner, 2015). Fogarty et al. (2016) experimentally showed the correlation between hemocytes and Drosophila

eye imaginal disc.

MMP2 is being reported to recruit plasmatocytes at the tumors and this is mediated by reactive oxygen species

(ROS) and JNK (Diwanji & Bergmann, 2020). The Drosophila eye imaginal disc consists of columnar disc proper (DP)

and peripodial epithelium (PE) (Atkins & Mardon, 2009). Though MMP2 is upregulated at PE in the overgrown

tumor (immortal) disc, it is extensively accumulated at the basal side of the DP region where the basement

membrane is injured (Diwanji & Bergmann, 2020). The absence of ROS and JNK in the overgrown tumor (immortal)

disc leads to a striking shrinkage in the raised level of MMP2 (Diwanji & Bergmann, 2020). Overexpression of

MMP1 showed no effect, but MMP2 damaged the basement membrane. Hemocytes were not found to be re-

cruited to disc expressing MMP1 which has an intact basement membrane (Diwanji & Bergmann, 2020). Moreover,

knockdown of MMP1 by RNA interference neither inhibited basement membrane degradation nor had any effect

on hemocyte recruitment in the tumor disc (Diwanji & Bergmann, 2020). But, a rise in the number of hemocytes has

been reported to be associated with the disc that contains damaged basement membrane due to MMP2 (Diwanji &

Bergmann, 2020; Pastor‐Pareja et al., 2008).

7 | TUMOR GROWTH AND INVASION

MMPs in mammals have been found to be responsible for several cancer cell stages like angiogenesis, proliferation

and metastasis. Many studies are done on MMP to show its significance in cancer progression in both host cell and

malignant cells. Similarly, Drosophila is also an ideal organism to perform research on cancer (Vidal & Cagan, 2006).

Regulation of MMP1 by JNK (c‐Jun N Terminal Kinase) signaling during cancer metastasis (Uhlirova &

Bohmann, 2006) has already been reported.

In one study, the MMP effect was observed in two mutants, lethal giant larva (lgl) mutation and brat (brain

tumor) mutation (Beaucher et al., 2007). The absence of either gene function gives rise to neoplastic brain tumor.

MMP1 level was considerably high in the imaginal disc and brain of lgl mutants (Beaucher et al., 2007). But, this

effect was totally opposite in brat mutant brains and eye‐antennal disc, showing no change in MMP1 level

(Beaucher et al., 2007). Deletion of MMP1 expression from lgl mutants lowers the metastatic ability of malignant

cells (Beaucher et al., 2007). In contrast, the absence of MMP1 expression from brat mutants causes no effect.

However, Beaucher et al. (2007) found a negligible level of MMP2 in both mutants. When ovaries of the wild type

hosts were treated with brat mutant tissue, the ovaries were more likely to express high folds of MMP1 (Beaucher

et al., 2007).

A study on a Drosophila model expressing Ras1 oncogene (Ras1v12) has shown an increased expression of

MMP1 in hind gut epithelium which could be a possible factor for delamination of hind gut cells (Christofi &

Apidianakis, 2013). It was reported that JNK promotes MMP1 production which is required for metastasis through

hind gut cells (Uhlirova & Bohman, 2006; Weston & Davis, 2007). Inhibition of JNK signaling and MMP1 in-

activation lessen the dissemination degree caused by Ras1v12 (Christofi & Apidianakis, 2013).

Another study of MMP was based on Drosophila tumor suppressor, C‐terminus Src Kinase (dCsk) (Vidal

et al., 2010). Src family kinase regulates cell growth, cell cycle and migration (Thomas & Brugge, 1997). Mutation in

Src leads to cancer progression (Ishizawar & Parsons, 2004). Removal of dCsk activity was found to increase Src

activity leading to overproliferation (Vidal et al., 2006). Experiment with Drosophila imaginal epithelia showed that

the absence of dCsk activity results in the loss of association between cell and its neighbor leading to unregulated

cell movement (Vidal et al., 2010). A study on dCsk transcript by RNA interference using inverted repeats (dCsk‐IR)

showed that both the loss of a single copy of MMP1 and RNA interference of mmp1 messenger RNA repress dCsk‐

IR mediated migration of boundary cell to the posterior compartment (Vidal et al., 2010). This indicates that
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Drosophila MMP1 plays an important role in metastasis‐like activity in boundary cells in the epithelial micro-

environment (Figure 6) (Vidal et al., 2010).

8 | GLIAL RESPONSE TO AXON DEGENERATION AND REMOVAL OF
DEGENERATED AXON

Drosophila is also chosen to observe the effect of MMP on expressing innate nerve immunity. Some morphologically

similar pathways or reactions were seen between flies and mammals regarding the response of glial cells to injury

(Awasaki et al., 2006; Macdonald et al., 2013). Drosophila and mammals also share some molecules required for

recognition and engulfment of axon fragments such as Draper/MEGF‐10 receptor, Syk tyrosine kinases and Rac‐1

mediated cytoskeleton remodeling (Awasaki et al., 2006; Logan & Freeman, 2007; MacDonald et al., 2006).

MMP1 level was strongly enhanced in the accessory mesothoracic neuropil region of the ventral nerve cord

when a unilateral wing was damaged (Purice et al., 2017). Also, overlapping of MMP1 signal was found with

ensheathed glial membrane due to nerve lesion (Purice et al., 2017). A robust increase in MMP1 level caused by

antennal nerve injury was also reported (Purice et al., 2017). Overall, MMP1 response is stimulated in the olfactory

system after axotomy (Purice et al., 2017).

Since ensheathing glia expresses Draper (cell surface receptor) and causes its upregulation during nerve injury,

a relationship between MMP1 and Draper was also observed (Purice et al., 2017). Depletion of the Draper receptor

led to blockade of MMP1 secretion (Purice et al., 2017). Loss of MMP1 prevents enlargement of the glial mem-

brane, as well as glial clearance of neuron axon debris, is also hindered (Purice et al., 2017). It was experimentally

shown that MMP1 expression needs the stimulation of glial receptor, Draper (Purice et al., 2017). A high level of

F IGURE 6 Role of MMP in metastasis. MMP, matrix metalloproteinase
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MMP1 was found to be accumulated in central region of antennal lobe 3 days after injury. However, it is still

uncertain whether MMP2 has any role in the clearance of axon debris through the Draper pathway in the adult

Drosophila brain (Figure 7) (Purice et al., 2017).

9 | MMP AS A VITAL FACTOR FOR OVULATION

A relationship between MMP2 activity and ovulation in Drosophila has been found in recent works. High activity

was observed at the posterior end of one mature follicle and lesser activity in the secondary follicle (Deady

et al., 2015). Also, high activity of anterior MMP disrupts the ECM that separates the oocyte from intact middle and

anterior follicle cells (Deady et al., 2015). Overexpression of MMP2 in mature follicle cells results in rupturing of

mature eggs and their release into the female abdominal cavity (Deady et al., 2015). Fewer follicles were shown to

be ruptured when MMP1 was ectopically expressed (Deady et al., 2015).

Deady et al. (2015) did an in situ gelatinase assay to measure the localized activity of MMP in Drosophila

follicles. This assay showed an elevated localized activity at the posterior side of one mature follicle whilst lower

activity was reported in the second follicle (early ovulation stage). At late ovulation (eggs almost separated from

follicles), gelatinase activity was found over the entire egg surface by Deady et al. (2015). This signifies the

association of MMP activity with posterior follicle cell trimming and trimming is necessary for ovulation (Deady

et al., 2015). Eggs pass into oviduct and the part of the follicular surface, which showed gelatinase activity, spread

from posterior to anterior (Deady et al., 2015). MMP2, not MMP1, was found to be involved as the genetic

requirement for ovulation (Deady et al., 2015). An experiment with MMP2 knockdown females hinted at blockade

F IGURE 7 MMP1 role in Glial cell response.
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ovulation and a rise in average ovulation time (Deady et al., 2015). These female flies also showed defective egg

laying (Figure 8) (Deady et al., 2015).

10 | FUTURE RESEARCH DIRECTION

Drosophila has emerged as a valuable model organism for studying biological processes. Some of the functions of

DrosophilaMMP are similar with that of the vertebrate MMP. Effect of DrosophilaMMP to any nerve injury can help

us to understand the effect of MMP in neurological disorders more deeply. Though mammalian MMP is involved in

angiogenesis and cancer (Quintero‐Fabian et al., 2019), more research is yet to be done on certain types of

malignant cells. Also, there is a possible correlation between MMP2 and polycystic ovarian syndrome (Goldman &

Shalev, 2004). Further experiments on Drosophila MMP would be useful to find how MMP can promote patho-

logical conditions in vertebrates, especially in mammals. Therefore, we hope that the usage of Drosophila will have

the access to the field of developing new medicines and therapies in near future.
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Abstract

Matrix metalloproteinase (MMP), a protease enzyme, partici-

pates in proteolytic cleavage of extracellular matrix proteins

from Drosophila and mammals. But, recent studies have re-

vealed other physiologically important roles of MMP in

Drosophila. MMP contributes to cardioblast movement and

distribution of collagen proteins during cardiogenesis in

developing Drosophila. Tissue remodeling, especially tracheal

development is also maintained by MMP. MMP regulates

certain immunological functions in Drosophila such as wound

repairing, plasmatocyte assemblage at the injured site of the

basement membrane and glial response to axon degeneration

in Drosophila nervous system. But, the contribution of MMP to

tumor formation and metastasis in Drosophila has made it an

interesting topic among researchers. Ovulation and egg laying

are also found to be affected positively by MMP in Drosophila.

K E YWORD S

Drosophila, immunological function, matrix metalloproteinase,
metastasis, ovulation

1 | INTRODUCTION

Matrix metalloproteinases (MMP) or matrixins are calcium dependent zinc‐containing metalloproteinases that are

capable of cleaving any type of extracellular matrix (ECM) proteins (Verma & Hansch, 2007; Visse & Nagase, 2003).

Apart from the removal of ECM molecules, MMP also takes part in several biological processes inside an organism.

To give an idea, it plays a critical role in cell proliferation (Cui et al., 2017), cell migration (Amalinei et al., 2007), cell

differentiation (Cui et al., 2017), host defense, cancer cell invasion (metastasis) (Nagase & Woessner, 1999; Verma
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& Hansch, 2007). Two classes of MMP include secreted MMP and membrane‐bound MMP (Page‐McCaw

et al., 2007; Ra & Parks, 2007).

Our review is aimed at the role of MMP in Drosophila. Drosophila (Fruit fly), being the most useful experimental

Arthropod organism, is chosen preferably to perform genetic, biochemical, and immunological analysis of MMPs. Because

of its small body size, easy availability, and an unexpected level of conservation among biological processes between flies

and vertebrates (LaFever et al., 2017), Drosophila is favorite to many research workers. There are only two matrixins found

in Drosophila, MMP1 and MMP2 (Llano et al., 2002; Page‐McCaw et al., 2003). MMP1 is primarily a secreted collagenase

cleaving collagen whereas MMP2 is primarily a membrane‐bound gelatinase breaking down the gelatin (Llano et al., 2002;

Page‐McCaw et al., 2003; Steven & Page‐McCaw, 2012). MMP2 is also glycosylphosphatidylinositol (GPI) anchored (Page‐

McCaw et al., 2003). Both MMPs have been shown to possess some common and some discrete functions. In this review,

we present the basic structure of Drosophila MMP to give the readers an idea on how it is activated and how it works.

Then, we are going to focus on some important functions of both the MMPs in Drosophila including developmental,

immunological and reproductive roles and try to understand its effectiveness in the Drosophila body.

2 | STRUCTURE OF MMP

An MMP is composed of a propeptide, a catalytic metalloproteinase domain, a hinge region and a hemopexin domain

(Nagase et al., 2006). Of them, the propeptide, catalytic and the hemopexin domain are greatly conserved (Glasheen

et al., 2009). In Drosophila melanogaster, both MMPs (MMP1 and MMP2) have the same structure‐ propeptide domain,

catalytic domain, hinge region and hemopexin domain (Figure 1) (Llano et al., 2002; Page‐McCaw et al., 2003). A computer

analysis on Drosophila genomic sequence revealed the similarity to the catalytic and hemopexin domain as in vertebrate

MMPs (Llano et al., 2002). Propeptide domain: The propeptide domain actually acts negatively (Glasheen et al., 2009) and

has three α chains and connecting loops (Nagase et al., 2006). For MMP1 and MMP2, The region between helix 1 and

helix 2, known as “bait region” (Murphy & Nagase, 2008; Nagase et al., 2006), is prone to extracellular proteases (Visse &

Nagase, 2003). Proteolysis of this region plays a role in MMP activation. The α helices are followed by a “cysteine switch”

that contains cysteine residues interacting with the Zinc ion present at the catalytic site (Nagase et al., 2006). This causes

the inactivation of the enzyme (Pro‐MMP form). Degradation of Cys‐Zn2+ occurs when the enzyme is activated (Nagase

et al., 2006).

F IGURE 1 Domain structure of MMP1 and MMP2.
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Catalytic domain: MMP catalytic domain consists of five β pleated sheet, three α helices and connecting loop (Nagase

et al., 2006). It has one catalytic and one structural zinc ion. A conserved methionine has been found at this domain giving

rise to a “Met‐Turn” after zinc‐binding motif (Bode et al., 1993). The catalytic domain has highly conserved sequence which

contains three histidine residues (Cui et al., 2017; Nagase et al., 2006). MMP2, also identified as gelatinase A, comprises

three repeats of fibronectin II motif in the catalytic metalloproteinase domain (Morgunova et al., 1999).

Hinge region: Hinge region, made up of proline (Amaliei et al., 2007; Maskos, 2005), acts as a linker between

catalytic and hemopexin domain. This region allows domain flexibility and enzyme constancy (Maskos, 2005).

Hemopexin domain: The hemopexin domain consists of a four‐bladed β propeller structure with a single

disulfide bond between the first and fourth blade (Glasheen et al., 2009; Nagase et al., 2006). This domain is

required for substrate recognition and specificity, denaturation of collagen triple helix and protein‐protein inter-

action (Figures 2 and 3) (Chung et al., 2000; Patterson et al., 2001).

3 | DEVELOPMENT AND GROWTH OF HEART

Drosophila has an open circulatory system consisting of a simple tube like heart that controls hemolymph circulation

(Demerec, 1950; Rotstein & Paululat, 2016). Drosophila is being used as a model organism in cardiac biology since it

contains more than 80% homology with mice as shown by comparing the ontological profile of Drosophila cardiac

F IGURE 2 3D structure of MMP1. MMP, matrix metalloproteinase
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proteome and mouse heart proteome (Cammarato et al., 2011). Expression of MMP1 and MMP2 in cardioblasts and

their influence on collective cell migration (CCM) of cardioblasts have been shown experimentally (Raza

et al., 2017). It was also demonstrated that the apical localization of signaling molecules such as Slit and Robo and

receptors of ECM (integrin and dystroglycan) are regulated by MMP2 (Raza et al., 2017).

Both MMP1 and MMP2 are necessary to induce migration of cardioblasts during CCM because a crucial

decrease in the motility of cardioblasts in mmp1,2 double mutant and mmp2 mutant has been reported (Raza

et al., 2017). It was also observed that increased MMP2 level enhances ECM disruption (Raza et al., 2017). As pupa

undergoes fat body disintegration, MMP2 plays a role in lysis of basement membrane to inhibit cell‐ECM inter-

action and MMP1 is required to cleave E‐cadherin molecule to disrupt cell‐cell adhesion (Jia et al., 2014). MMP1 is

the key factor to increase the luminal size by removing E‐cadherin from the medial lumen. Embryos with mmp1

mutation were reported to have a small lumen (Raza et al., 2017). MMP2, present at the cadherin expressing

cardioblast leading‐edge, protects the junctional domain by inhibition of Collagen IV based lumen development

F IGURE 3 3D structure of MMP2. MMP, matrix metalloproteinase
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(Raza et al., 2017). Embryo with mmp2 mutation showed a failure of lumenogenesis due to unusual accumulation of

Collagen IV around cardioblasts (Raza et al., 2017).

MMP2 also performs in the distribution of heart specific collagen, pericardin (Prc) protein (Hughes et al., 2020).

In mmp2 mutation or when MMP2 activity was reduced, an abnormally high concentration of Prc protein was

observed in both cases (Hughes et al., 2020). Oppositely, overexpressed MMP2 showed a significant diminution of

Prc network formation (Hughes et al., 2020). Viking (Vkg), a type of collagen IV, is found at the basal and medially

located apical surface, not in the apical extensions (Raza et al., 2017). In mmp2 and mmp1,2 double mutants, Vkg is

found to be expanded over the entire apical region (Figure 4) (Raza et al., 2017).

4 | TISSUE REMODELING

The invertebrate trachea is made of a tubular network. Tracheal growth is regulated by expanding cell size without cell

division (Beitel & Krasnow, 2000). Null mutants of MMP1 do not survive due to the lack of tracheae. In MMP1 mutation,

the tracheal tube undergoes breakage and disruption after the first molt (Page‐McCaw et al., 2003). Due to faulty tracheae,

MMP1 mutants show behavior similar to hypoxia and sometimes, they die before metamorphosis (Beaucher et al., 2007;

Page‐McCaw et al., 2003). Another role of Drosophila MMP1 is to break a transmembrane adhesion factor ninjurin A

(NinjA) and this cleavage plays a significant role in appropriate branching and formation of a mature tracheal system (Zhang

et al., 2006). MMP2 mutation results in imperfect histolysis of the tissues that is involved in metamorphosis (Page‐

McCaw, 2008). A huge amount of MMP1 becomes expressed in autophagic tissues during metamorphosis (Lee

et al., 2003). On the whole, MMP1 and MMP2‐ both are required for tissue remodeling. Additionally, both MMPs function

in a cooperative mode and bring on Drosophila fat body cell dissociation in a distinct manner (Jia et al., 2014).

F IGURE 4 Role of MMP in heart development.
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5 | HEALING OF WOUND VIA EPITHELIALIZATION

Both MMPs are necessary for wound healing in Drosophila (Steven & Page‐McCaw, 2012). Generally, wounds are healed

about 86% of the wild types after 18 h of wounding. In MMP1 knocked down flies, wound did not heal in any of the tested

flies by 18h postwounding and the size of the wounded area expanded (Steven & Page‐McCaw, 2012). MMP2 also

participates in wound repairing since mmp2 mutants were unable to close the wounds (Steven & Page‐McCaw, 2012).

Catalytically inactive MMP1 (acting as a dominant negative) has shown that wounds continued to be open in

100% of the animals after 18 h of being wounded. This hinted that MMP1 catalytic activity is involved in epi-

thelialization (Steven & Page‐McCaw, 2012). Low expression of MMP1 was found in the unwounded epidermis.

Steven and Page‐McCaw (2012) also reported that the MMP1 level is increased in a gradient, being highest at the

site of the wounded region. MMP1 is found to be performing assembly of collagen IV at the wound site, thereby

maintaining the basement membrane. A study with Vkg‐green fluorescent protein (GFP), wild types were shown to

be lacking Vkg‐GFP accumulation at the damaged edge after 1 h of wounding. But, a dramatic increase in Vkg‐GFP

was seen at that site by 5 h postwounding (Figure 5) (Steven & Page‐McCaw, 2012).

6 | BASEMENT MEMBRANE DAMAGE AND ACCUMULATION OF
PLASMATOCYTES AT DAMAGED SITE

Hemocytes are the circulating immune cells of Drosophila (Pham & Schneider, 2008). Of the three types of

hemocytes, plasmatocytes are the most abundant, performing function that is analogous to that of mammalian

macrophages (Diwanji & Bergmann, 2020; Gold & Bruckner, 2015). Phagocytic nature of Drosophila plasmatocyte

F IGURE 5 Role of MMP in wound healing process. MMP, matrix metalloproteinase
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has been demonstrated by Franc et al. (1999) and Ayyaz et al. (2015). Even though these hemocytes repair

damaged tissue, they can promote pathological overproliferation of tissues on certain conditions (Gold &

Bruckner, 2015). Fogarty et al. (2016) experimentally showed the correlation between hemocytes and Drosophila

eye imaginal disc.

MMP2 is being reported to recruit plasmatocytes at the tumors and this is mediated by reactive oxygen species

(ROS) and JNK (Diwanji & Bergmann, 2020). The Drosophila eye imaginal disc consists of columnar disc proper (DP)

and peripodial epithelium (PE) (Atkins & Mardon, 2009). Though MMP2 is upregulated at PE in the overgrown

tumor (immortal) disc, it is extensively accumulated at the basal side of the DP region where the basement

membrane is injured (Diwanji & Bergmann, 2020). The absence of ROS and JNK in the overgrown tumor (immortal)

disc leads to a striking shrinkage in the raised level of MMP2 (Diwanji & Bergmann, 2020). Overexpression of

MMP1 showed no effect, but MMP2 damaged the basement membrane. Hemocytes were not found to be re-

cruited to disc expressing MMP1 which has an intact basement membrane (Diwanji & Bergmann, 2020). Moreover,

knockdown of MMP1 by RNA interference neither inhibited basement membrane degradation nor had any effect

on hemocyte recruitment in the tumor disc (Diwanji & Bergmann, 2020). But, a rise in the number of hemocytes has

been reported to be associated with the disc that contains damaged basement membrane due to MMP2 (Diwanji &

Bergmann, 2020; Pastor‐Pareja et al., 2008).

7 | TUMOR GROWTH AND INVASION

MMPs in mammals have been found to be responsible for several cancer cell stages like angiogenesis, proliferation

and metastasis. Many studies are done on MMP to show its significance in cancer progression in both host cell and

malignant cells. Similarly, Drosophila is also an ideal organism to perform research on cancer (Vidal & Cagan, 2006).

Regulation of MMP1 by JNK (c‐Jun N Terminal Kinase) signaling during cancer metastasis (Uhlirova &

Bohmann, 2006) has already been reported.

In one study, the MMP effect was observed in two mutants, lethal giant larva (lgl) mutation and brat (brain

tumor) mutation (Beaucher et al., 2007). The absence of either gene function gives rise to neoplastic brain tumor.

MMP1 level was considerably high in the imaginal disc and brain of lgl mutants (Beaucher et al., 2007). But, this

effect was totally opposite in brat mutant brains and eye‐antennal disc, showing no change in MMP1 level

(Beaucher et al., 2007). Deletion of MMP1 expression from lgl mutants lowers the metastatic ability of malignant

cells (Beaucher et al., 2007). In contrast, the absence of MMP1 expression from brat mutants causes no effect.

However, Beaucher et al. (2007) found a negligible level of MMP2 in both mutants. When ovaries of the wild type

hosts were treated with brat mutant tissue, the ovaries were more likely to express high folds of MMP1 (Beaucher

et al., 2007).

A study on a Drosophila model expressing Ras1 oncogene (Ras1v12) has shown an increased expression of

MMP1 in hind gut epithelium which could be a possible factor for delamination of hind gut cells (Christofi &

Apidianakis, 2013). It was reported that JNK promotes MMP1 production which is required for metastasis through

hind gut cells (Uhlirova & Bohman, 2006; Weston & Davis, 2007). Inhibition of JNK signaling and MMP1 in-

activation lessen the dissemination degree caused by Ras1v12 (Christofi & Apidianakis, 2013).

Another study of MMP was based on Drosophila tumor suppressor, C‐terminus Src Kinase (dCsk) (Vidal

et al., 2010). Src family kinase regulates cell growth, cell cycle and migration (Thomas & Brugge, 1997). Mutation in

Src leads to cancer progression (Ishizawar & Parsons, 2004). Removal of dCsk activity was found to increase Src

activity leading to overproliferation (Vidal et al., 2006). Experiment with Drosophila imaginal epithelia showed that

the absence of dCsk activity results in the loss of association between cell and its neighbor leading to unregulated

cell movement (Vidal et al., 2010). A study on dCsk transcript by RNA interference using inverted repeats (dCsk‐IR)

showed that both the loss of a single copy of MMP1 and RNA interference of mmp1 messenger RNA repress dCsk‐

IR mediated migration of boundary cell to the posterior compartment (Vidal et al., 2010). This indicates that
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Drosophila MMP1 plays an important role in metastasis‐like activity in boundary cells in the epithelial micro-

environment (Figure 6) (Vidal et al., 2010).

8 | GLIAL RESPONSE TO AXON DEGENERATION AND REMOVAL OF
DEGENERATED AXON

Drosophila is also chosen to observe the effect of MMP on expressing innate nerve immunity. Some morphologically

similar pathways or reactions were seen between flies and mammals regarding the response of glial cells to injury

(Awasaki et al., 2006; Macdonald et al., 2013). Drosophila and mammals also share some molecules required for

recognition and engulfment of axon fragments such as Draper/MEGF‐10 receptor, Syk tyrosine kinases and Rac‐1

mediated cytoskeleton remodeling (Awasaki et al., 2006; Logan & Freeman, 2007; MacDonald et al., 2006).

MMP1 level was strongly enhanced in the accessory mesothoracic neuropil region of the ventral nerve cord

when a unilateral wing was damaged (Purice et al., 2017). Also, overlapping of MMP1 signal was found with

ensheathed glial membrane due to nerve lesion (Purice et al., 2017). A robust increase in MMP1 level caused by

antennal nerve injury was also reported (Purice et al., 2017). Overall, MMP1 response is stimulated in the olfactory

system after axotomy (Purice et al., 2017).

Since ensheathing glia expresses Draper (cell surface receptor) and causes its upregulation during nerve injury,

a relationship between MMP1 and Draper was also observed (Purice et al., 2017). Depletion of the Draper receptor

led to blockade of MMP1 secretion (Purice et al., 2017). Loss of MMP1 prevents enlargement of the glial mem-

brane, as well as glial clearance of neuron axon debris, is also hindered (Purice et al., 2017). It was experimentally

shown that MMP1 expression needs the stimulation of glial receptor, Draper (Purice et al., 2017). A high level of

F IGURE 6 Role of MMP in metastasis. MMP, matrix metalloproteinase
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MMP1 was found to be accumulated in central region of antennal lobe 3 days after injury. However, it is still

uncertain whether MMP2 has any role in the clearance of axon debris through the Draper pathway in the adult

Drosophila brain (Figure 7) (Purice et al., 2017).

9 | MMP AS A VITAL FACTOR FOR OVULATION

A relationship between MMP2 activity and ovulation in Drosophila has been found in recent works. High activity

was observed at the posterior end of one mature follicle and lesser activity in the secondary follicle (Deady

et al., 2015). Also, high activity of anterior MMP disrupts the ECM that separates the oocyte from intact middle and

anterior follicle cells (Deady et al., 2015). Overexpression of MMP2 in mature follicle cells results in rupturing of

mature eggs and their release into the female abdominal cavity (Deady et al., 2015). Fewer follicles were shown to

be ruptured when MMP1 was ectopically expressed (Deady et al., 2015).

Deady et al. (2015) did an in situ gelatinase assay to measure the localized activity of MMP in Drosophila

follicles. This assay showed an elevated localized activity at the posterior side of one mature follicle whilst lower

activity was reported in the second follicle (early ovulation stage). At late ovulation (eggs almost separated from

follicles), gelatinase activity was found over the entire egg surface by Deady et al. (2015). This signifies the

association of MMP activity with posterior follicle cell trimming and trimming is necessary for ovulation (Deady

et al., 2015). Eggs pass into oviduct and the part of the follicular surface, which showed gelatinase activity, spread

from posterior to anterior (Deady et al., 2015). MMP2, not MMP1, was found to be involved as the genetic

requirement for ovulation (Deady et al., 2015). An experiment with MMP2 knockdown females hinted at blockade

F IGURE 7 MMP1 role in Glial cell response.
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ovulation and a rise in average ovulation time (Deady et al., 2015). These female flies also showed defective egg

laying (Figure 8) (Deady et al., 2015).

10 | FUTURE RESEARCH DIRECTION

Drosophila has emerged as a valuable model organism for studying biological processes. Some of the functions of

DrosophilaMMP are similar with that of the vertebrate MMP. Effect of DrosophilaMMP to any nerve injury can help

us to understand the effect of MMP in neurological disorders more deeply. Though mammalian MMP is involved in

angiogenesis and cancer (Quintero‐Fabian et al., 2019), more research is yet to be done on certain types of

malignant cells. Also, there is a possible correlation between MMP2 and polycystic ovarian syndrome (Goldman &

Shalev, 2004). Further experiments on Drosophila MMP would be useful to find how MMP can promote patho-

logical conditions in vertebrates, especially in mammals. Therefore, we hope that the usage of Drosophila will have

the access to the field of developing new medicines and therapies in near future.
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A B S T R A C T   

Several precedents have confirmed numerous infirmities caused by arsenic poisoning, including immune sup-
pression and cancer. Exposure to arsenic leads to alterations of the cellular machinery and eventually cell death, 
depending on the dose and duration of exposure. Oxidative stress induced by arsenic is the major mechanism by 
which it inflicts cellular toxicity, challenging the survival-support - autophagy and culminating in apoptosis in 
the thymus and spleen of mice. Curcumin, a potent dietary anti-oxidant with known anti-apoptotic and anti- 
inflammatory properties, was assessed for therapeutic benefits. However, the major caveat of this polyphenol 
is its low water solubility and limited bioavailability. Therefore, Self Nano-Emulsifying Curcumin (SNEC30) was 
used to treat mice exposed to arsenic. When administered, SNEC30 effectively ameliorated the adverse effects of 
arsenic in mice, by restoring structural alterations and reducing ROS-mediated cell death, thereby endorsing the 
importance of nutraceuticals in counteracting heavy metal-induced cellular toxicity.   

1. Introduction 

Toxicity due to heavy metals is a major problem and claims 
numerous lives worldwide, since they are stable and bio-accumulative 
within cells [1]. In recent years, increasing ecological and worldwide 
public health concern regarding environmental contamination by heavy 
metals has drawn a great deal of attention. Most importantly, deleterious 
upshots induced by heavy metals are insidious hazards leading to irre-
versible health effects and unfavorable outcomes [2]. Such contamina-
tion may occur as a result of industrial exposure, air effluence and water 
pollution. Several studies have shown that one such heavy metal, 
arsenic, induces apoptosis in many cell types from different organs, 
including skin, immune organs, reproductive organs, liver, and neuronal 
cells, and can disrupt the physiological homeostasis in exposed organ-
isms [3–6]. Moreover, with the aid of ongoing research, it has become 
increasingly lucid that there are important dose-, time-, and 
tissue-specific differences in the effects of inorganic arsenic III com-
pounds, as well as important gene-environment and co-exposure in-
teractions, which determine how arsenic alters disease risk under a 

particular exposure circumstance [7–11]. Toxicity of arsenic is also 
dependent on the valency of arsenic. Inorganic trivalent arsenic poses to 
be far more toxic than pentavalent organic arsenic. Toxicity incurred by 
this group of compounds is largely due to the inhibition of pyruvate 
dehydrogenase, culminating in a reduced activity of the citric acid cycle 
and production of cellular ATP. Trivalent arsenic has high affinity for 
sulfhydryl moieties and therefore leads to inhibition of other cellular 
enzymes through sulfhydryl group binding [12]. Arsenate, on the other 
hand, acts as an analog of phosphate that competes for phosphate 
transporters in glycolytic and cellular respiration pathways leading to 
the uncoupling of oxidative phosphorylation. Organic arsenic is mostly 
common in seafood as arsenobetaine and arsenocholine, which are 
non-toxic compounds [13]. Although, it has become a general notion 
that organic arsenic is harmless, recent findings have proved that some 
organic arsenic compounds are as toxic as inorganic arsenic [14]. 

Earlier studies in our lab have shown that arsenic leads to various 
toxicities to the reproductive and immune organs, primarily by ROS 
generation and accumulative oxidative stress [3,6]. Since 
arsenic-induced immune modulation and cell death can severely affect 
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normal physiological functioning, it was imperative to investigate 
possible therapeutic alternatives to counteract the stress. 

Cellular damage by heavy metals is a persisting predicament for 
which no safe and effective therapy is available till date. Several pre-
scribed drugs are banned regularly due to their severe side effects. 
Effective treatment approaches to tackle this problem are lacking; 
hence, novel strategies need to be adopted to defy the arsenic calamity. 
In recent years, herbal products have gained increasing interest to 
combat heavy metal poisoning because of their non-toxic and effective 
anti-oxidative properties [15]. Amongst such products curcumin, a hy-
drophobic polyphenol derived from the rhizome of the herb Curcuma 
longa [16], is widely known for its anti-inflammatory and antioxidant 
properties [17,18]. In addition, curcumin also exhibits anti-tumor, 
analgesic, immunostimulant, antiviral, antibacterial and antifungal 
properties. The chief components of this phytochemical include flavo-
noids and volatile compounds, such as tumerone, atlantone, and zingi-
berone [18]. Curcumin can treat diseases, like diabetes, asthma, 
allergies, neurodegenerative diseases, arthritis and atherosclerosis. In 
addition, curcumin can potentially modify crucial pathways involved in 
inflammation and carcinogenesis [18]. Reports have associated curcu-
min with the amelioration of copper-induced neurodegenerative dis-
eases in D. melanogaster [16]. Prevalent studies have also pointed 
towards the fact that curcumin can prove to be more active in 
conjunction with other antioxidants like resveratrol and gallic acid and 
the trio have been found to ameliorate glyoxal-induced damage to the 
renal cells [19]. 

Curcumin has been developed as a leading compound for formu-
lating new chemotherapeutic agents for treatment of several ailments 
owing to its pharmacological safety [20,21]. Curcumin is also believed 
to possess anti-carcinogenic and pro-oxidant properties that render it 
competent for the treatment of numerous diseases, including pancreatic 
malignancy, multiple myeloma, colon carcinoma, dementia, Alz-
heimer’s disease and psoriatic skin [22–24]. Curcumin counteracted the 
adverse effects of sodium arsenite (Na AsO2) by inducing activities of 
antioxidant enzymes [25] and was effective in preventing DNA damage, 
cell injury and apoptosis [26]. However, studies over the past three 
decades have revealed that bioavailability of curcumin is severely cur-
tailed by its low water solubility, poor absorption, restricted distribution 
and high excretion [27]. 

Numerous nano-formulations including liposomes, polymeric nano-
particles, micelles, nanogels, niosomes, cyclodextrins, dendrimers, silver 
nanoparticles, and solid lipids have been developed over time to resolve 
these limitations [28,29]. Curcumin-phospholipid complexes have also 
been designed to overcome the limitations of absorption [30]. In this 
study, Self Nano-Emulsifying Curcumin 30 mg (SNEC30), a patented 
formulation was used to ameliorate the deleterious effects of arsenic on 
the primary and secondary immune organs in mice. The formulation is 
prepared by dissolving curcumin in a lipid system which is converted 
into an emulsion in the stomach. This enables complete dissolution and 
rapid absorption of curcumin into the bloodstream, enabling immediate 
action against painful and inflammatory conditions ensuring relatively 
high bioavailability and stability. Since the effects of SNEC30 on 
arsenic-induced cell death have not been investigated till date, the 
present study attempts to substantiate an effective strategy for 
combating arsenic-induced toxicity in the thymus and spleen of mice. 

2. Materials and methods 

Chemicals and kits: Natrium-meta-arsenite (NaAsO2) was obtained 
from Merck, Darmstadt, Germany; SNEC30 was obtained from Arbro 
Pharmaceuticals Pvt. Ltd. (US patent no: US8835509); Annexin-FITC 
Apoptosis Detection kit was purchased from Bio Legend, USA; Acri-
dine Orange and DCFDA from Abcam, U.K. cleaved PARP, Akt, pAkt1 
(T450), mTOR antibodies were procured from Abcam. Beclin1, LC3, Bax, 
Bcl2, p53 and p-mTOR antibodies were procured from Santa Cruz Bio-
technologies, USA. Secondary antibodies (anti-mouse and anti-rabbit) 

were obtained from Santa Cruz Biotechnologies. GSH, CAT, SOD, 
DTNB and pyrogallol were all obtained from Sigma-Aldrich, USA. 

2.1. Animals 

Male Swiss albino mice, aged 10 weeks weighing 25 g, were procured 
from licensed breeding houses and maintained under controlled condi-
tions (25 ± 2 ◦C room temperature, 50 ± 15 % RH and normal photo-
period of 12 h dark and 12 h light) throughout the experiment. The 
animals were given sterile food pellets and water ad libitum and allowed 
to acclimatize to the laboratory environment for 7 days prior to 
commencement of the experiments. All animal experiments were con-
ducted as per approval and guidelines of the Institutional Animal Ethical 
Committee, Government of India (Registration Number 885/ac/05/ 
CPCSEA). Principles of Laboratory Animal Care (NIH Publication No 85- 
23, revised in 1985) as well as specific Indian Laws of Animal Protection 
(ILAP) were followed throughout the experimental schedule. All care 
was taken to minimize the number of animals used and their suffering. 

2.2. Selection of optimum arsenic and curcumin dose 

Sodium arsenite (Na AsO2) was administered in drinking water for 7 
days followed by SNEC30 treatment for 14 days. Mice were divided 
randomly into six groups, each containing six animals (n = 6). The 
groups were as follows: Group I (control group, received arsenic-free 
water), Group II (received 5 ppm arsenic in drinking water), Group III 
(received 300 ppm arsenic in drinking water), Group IV (received 
drinking water with SNEC30 alone), Group V (received 5 ppm of arsenic 
+ SNEC30) and Group VI (received 300 ppm of arsenic + SNEC30). The 
doses of NaAsO2 selected were based on previously published studies 
[31,32] and the optimal concentration found in ground water (5 ppm) of 
South and Southeast Asian Belt including India, Bangladesh, Nepal, 
Vietnam and China [33]. An acute lethal dose, i.e., 300 ppm, was 
selected keeping in mind the accidental ingestion of insecticides or 
pesticides and exposures that usually occur to miners, smelters, among 
others [33]. SNEC30 emulsion was administered with drinking water at 
a dose of 0.5 mg/kg of body weight, as recommended by the 
manufacturer. 

2.3. Tissue collection 

After treatment with arsenic and SNEC30, mice were sacrificed by 
means of rapid cervical dislocation. Thymus and spleen of the mice were 
promptly removed, weighed in an electrical monopan balance (Lutron 
GM-300 P) and processed for all subsequent experiments. 

2.4. Analytical characterization of SNEC30 

The SNEC30 nanoemulsion used in this study was analytically 
characterized for its contents using HPLC (Agilent 1260 Infinity II se-
ries), Agilent Technologies Pvt. Ltd., India, equipped with computation 
software (Open lab CDS, Chemstation Edition), G7122A degasser, 
G7111A quaternary pump, G1528C manual injector, G7165A MWD 
detector and a proshell 120EC-C18, 4 μm (4.5 × 150 mm) column. 

2.5. Emulsion structure visualization 

Cryogenic scanning electron microscopy (Cryo-SEM; Zeiss EVO-18- 
Special edition, Germany) was used to study the microstructure of the 
nanoemulsion. 50 μL of the samples were initially frozen to -180 ◦C in 
liquid nitrogen and then fractured and etched at -110 ◦C inside a prep-
aration chamber. The samples were then coated with a gold-palladium 
alloy at a temperature of -170 ◦C in a sputter coater (Quorum 
Q150TES) and then visualized with the help of a scanning electro- 
microscope (Zeiss EVO-18, Germany). 
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2.6. Histology and morphometric analysis 

Spleen and thymus slices from control and treated animals were fixed 
in Bouin’s fluid, dehydrated in graded alcohol (50–100 %) and 
embedded in paraffin. Thin sections (5 μm) were stained with routine 
hematoxylin-eosin stain for photo-microscopic assessment [9] under a 
light microscope (Dewinter Optical Inc., India). The stained sections 
were subjected to morphometric analysis using the Dewinter Caliper Pro 
software (Vers. 4.1). 

2.7. Scanning electron microscopy 

Spleen and thymus were dissected and fixed overnight in 2.5 % 
glutaraldehyde with 0.2 M phosphate buffer at 4 ◦C. Fixed tissues were 
washed and subsequently dehydrated through ascending grades of 
ethanol, placed in chilled acetone, and air dried, overnight [3]. After 
critical point drying, the tissues were coated with gold-palladium in a 
sputter coater (Quorum Q150TES) and finally viewed by SEM (Zeiss 
EVO-18-Special edition, Germany); [3]. 

2.8. Single cell suspension 

Thymus and spleen obtained from the sacrificed mice were washed 
in PBS and gently tapped with sterile blunt ended forceps. The single 
cells were sieved with the help of nylon mesh (pore size 40 μm) and 
washed three times with PBS. Cells were then counted and 1 × 106/mL 
cell suspensions were used for the experiments [34]. 

2.9. Estimation of intracellular ROS generation 

ROS generation in the thymus and spleen of arsenic, arsenic +
SNEC30 and SNEC30 only exposed mice was measured using the 
oxidation sensitive fluorescence probe, 2′,7′-dichlorodihydroflurescein 
diacetate (DCFDA, Abcam). In presence of ROS, DCFDA is oxidized to 
form a fluorescent compound 2′,7′-dichlorofluorescein (DCF). 20 μM 
DCFDA were added to the cell suspension prepared from the thymus and 
spleen of the experimental groups and incubated for 30 min at 37 ◦C in 
the dark [3]. DCF fluorescence was detected by a FACS scan flow cy-
tometer (BD FACS VERSE, USA) at 530 nm and was analyzed by the BD 
FACSuite™software. 

2.10. Estimation of ROS scavenging enzymes 

2.10.1. Preparation of post-mitochondrial supernatant (PMS) 
Thymus and spleen, procured from the experimental animals were 

homogenized in 0.1 M PBS with KCl (1.17 % w/v) and centrifuged at 
800 G for 5 min at 4 ◦C to separate the nuclear debris. The supernatant 
obtained was re-centrifuged at 10,500 G for 20 min to obtain the post 
mitochondrial fraction [34]. 

Reduced glutathione (GSH) content of thymocytes and splenocytes 
was determined from protein-free filtrate of thymic post-mitochondrial 
supernatant (PMS) based on the reduction of 5,5′-dithio-bis-(2-nitro-
benzoic acid) (DTNB) at 412 nm, by the method of [35]. GSH content 
was measured from a standard curve, and expressed in μM/mg protein. 

Catalase (CAT) activity in thymocytes and splenocytes was evaluated 
spectrophotometrically from thymic and splenic PMS, based on the 
method described by Claiborne [36]. Decomposition of H2O2 to H2O and 
O2 by CAT present in the protein-free filtrate at 240 nm was expressed as 
μM of H2O2 U/mg of protein. 

Superoxide dismutase (SOD) activity was assayed from the cell ly-
sates of thymocytes and splenocytes following the method described by 
Marklund and Marklund [37], based on the auto-oxidation rate of py-
rogallol at 420 nm and inhibition of this auto-oxidation by SOD where 
50 % inhibition corresponded to one unit of enzyme activity. Activity 
was expressed as units/mg of protein. 

2.11. Detection of acidic vesicles 

Acridine orange (1 mg/mL) was added to untreated as well as treated 
cells for 15 min at 37 ◦C. Next, cells were washed twice with PBS. Images 
of cells were obtained using Olympus laser-scanning confocal micro-
scope (FV-10 ASW 3.0 viewer image browser) at 450 nm and 593 nm for 
the detection of acidic vesicular organelles [3]. 

2.12. Analysis of apoptotic cells by flow cytometry 

Cells (1 × 106) from thymus and spleen of control, arsenic and 
curcumin-exposed mice (n = 6) were collected and stained with Annexin 
V-FITC and propidium iodide (PI). Cells were eventually analyzed on a 
flow cytometer (BD ACCURI, BD Biosciences, USA) and analyzed by BD 
ACCURI C6 software (Vers. 1.0.264.21). The experiment was performed 
in triplicate for statistical significance [3]. 

2.13. Immunoblotting 

Cells were washed and lysed in ice-cold RIPA cell lysis buffer (150 
mM NaCl, 50 mm Tris, 0.1 % Triton X-100 and 0.1 % sodium dodecyl 
sulphate (SDS) containing protease inhibitors [4-(-2-aminoethyl) ben-
zenesulphonyl fluoride], EDTA, leupeptin, aprotinin and bestatin, 
SIGMA). Protein concentration was determined using the Bradford 
assay. Proteins were resolved by SDS-polyacrylamide gel electrophoresis 
and transferred onto nitrocellulose membranes. The membranes were 
subsequently probed with primary antibodies against p53, Bax, Bcl-2, 
LC3, Beclin-1, cleaved-caspase 3, cleaved-PARP, Akt, p-Akt, mTOR 
and p-mTOR overnight at 4 ◦C. Antibody to β-tubulin was used as 
loading control. After incubation with horseradish peroxidase- 
conjugated secondary antibodies, antibody binding was assessed by 
using enhanced chemiluminescence. Bands were quantified using Image 
J software (Vers. 1.46r) [3]. 

2.14. Statistical analysis 

Results of the experiments, performed in triplicates (n = 6), were 
expressed as mean ± standard error, using a statistical software package 
(Graphpad Prism, Vers. 6.0). Each arsenic treated group was compared 
to the control and the differences between the group mean values were 
evaluated by Student’s t-test as all data sets were normally distributed; p- 
values less than 0.05 were considered statistically significant. 

3. Results 

3.1. Characterization of curcuminoid nanoemulsion 

In order to determine the purity of the nanoemulsion and ensure that 
its contents would enter the cells of the thymus and spleen, HPLC was 
used to identify and quantify the three curcuminoids, viz., curcumin, 
demethoxycurcumin and bismethoxycurcumin in SNEC30. Fig. 1A 
provides the sample information and Fig. 1A (table) shows the retention 
time obtained from the experiment which positively identifies all three 
curcuminoids compared to the standard run. Based on the regression 
lines obtained from the standard curve, the percentage area under the 
peak reflecting the concentration of each component was recorded. The 
data shows that the SNEC30 nanoemulsion contains 80.26 % curcumin, 
17.86 % demethoxycurcumin and 1.88 % bis-demethoxycurcumin 
(Fig. 1A, table). The cryo-SEM micrographs revealed multiple frozen 
droplets of the nanoemulsion, with particle diameter ranging from 25 
nm to 250 nm. It was also noted that the particles formed aggregates 
upon being frozen (Fig. 1B). 
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3.2. SNEC30 restores arsenic-induced histopathological alterations in the 
thymus and spleen 

Histological analyses of the thymic sections of arsenic treated mice 
compared to that of untreated mice (Supplementary Fig. 1; Fig. 2A), 
depicted significant alterations in morphology of 5 and 300 ppm treat-
ment groups (Fig. 2B and C). Areas of lymphocyte depletion (marked by 
solid arrows, Fig. 2B) were evident. Loss of cortico-medullary demar-
cation and dilated sinusoids (indicated by asterisks) were also observed 
(Fig. 2B and C). Accumulation of apoptotic bodies (pointed by broken 
arrows) increased by 6- and 8.3-fold (p < 0.001), (Fig. 2B and C). 
Capsular disintegration and loss of trabecular structures were evident 
(Fig. 2B and C). Thymus histology of 300 ppm group revealed inflam-
mation marked by eosinophil stained area, indicated by solid arrow 
(Fig. 2C). Administration of SNEC30 after arsenic exposure ameliorated 
the aforesaid degenerative effects of arsenic on the thymus (Fig. 2D). 
There was a marked reduction in the scores of apoptotic bodies (3.7- and 
3.36-fold, respectively; p < 0.001) in the 5 ppm+SNEC30 and 300 
ppm+SNEC30 groups compared to the 5 and 300 ppm arsenic-only 
treated groups. The sinusoids formed due to arsenic exposure were 
seen to regenerate and inflammation caused was healed (Fig. 2E and F). 
Reformation of trabeculae and capsule was also observed. 

Scanning electron microscopic studies revealed a decrease in the size 
of thymocytes of 5 ppm (1.3 folds; p < 0.05) and 300 ppm (1.7 folds; p <
0.01) compared to the control (Fig. 2G), loss of interlobular septae, an 
increase in surface irregularities and loss of homogeneity and 
compactness in the structural organization of the tissues in the arsenic- 
treated groups (Fig. 2H and I) were found. Additionally, distinct pro-
trusions simulating membrane blebbing (indicated by broken arrows), a 
definitive indication of apoptosis, was observed (Fig. 2H and I). Loss in 
cellular receptors was common in both 5 and 300 ppm of arsenic treated 
groups (Fig. 2H and I). Thymocytes of animals treated with SNEC30 
alone resembled those of the untreated mice (Fig. 2J). Normal spherical 
structures of the cells were restored and compactness was revived in 5 
ppm + SNEC30 group and 300 ppm + SNEC30 group compared to 5 and 
300 ppm arsenic-treated groups. Membrane blebbing was reduced and 
surface receptors (marked by dotted arrows) were seen to reform 
(Fig. 2K and L). 

The spleen of the arsenic-treated animals was also severely affected 
(Supplementary Fig. 2). Compared to the control (Fig. 3A), histological 
and morphometric results demonstrated an increase in the red pulp area 
of 5 ppm (1.3-fold; p < 0.05), as well as, 300 ppm groups (3.6-fold; p <
0.001). The tissues appeared to be congested with hemolyzed blood cells 

Fig. 1. Characterization of SNEC30. (A) HPLC chromatogram of curcumin 
nanoemulsion by employing Agilent 1260, Infinity II series HPLC. A gradient 
system of 1 % formic acid in acetonitrile, 60/40 v/v was used (λmax 424 nm). 
The peak time of curcumin, demethoxycurcumin and bisdemethoxycurcumin 
was 13.164, 11.595 and 10.198 min. (B) SEM micrograph of SNEC30 nano-
emulsion, showing particle size to be in the range of 25-250 nm. Images are at 
30,000×; bar, 200 nm. 

Fig. 2. Effect of SNEC30 treatment on the tissue architecture of arsenic- 
exposed mice thymus. Mice (n = 6) exposed to arsenic for 7 days were 
treated with SNEC30+As for 14 days. Arsenic-treated sections (B and C), 
showed a significant decrease in cellularity as compared to the untreated one 
(A). Broken arrows indicate pyknotic nuclei; solid arrows indicate loss of cells; 
asterisks indicate dilated sinusoids. (D) Section from mice treated with SNEC30, 
depicting normal histology. Arrows mark partial recovery in terms of organi-
zation and tissue architecture in sections treated simultaneously with SNEC30 
along with arsenic for 14 days (E and F); c, cortex; m, medulla; t, trabaculae, 
hc, Hassal’s corpuscle; magnification 40×; scale bar 10 μm. (G-L) represent the 
ultra structural images of thymus by scanning electron microscopy at a 
magnification of 10,000×; scale bar 2 μm. (G) Micrograph of control thymus 
depicting normal surface morphology. Loss of microprocesses from lympho-
cytes are marked by arrows, broken arrows indicate cell-membrane blebs (H 
and I). (J) Micrograph of SNEC30 treated thymus, depicting normal features. 
Dotted arrows indicate restoration of the surface morphology of the tissue upon 
treatment with SNEC30 (K and L); l, lymphocytes; rc, reticular cells; e, 
epithelial cells; m, macrophages. 
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in arsenic exposed groups. There was a decrease in the number of 
trabeculae. Many lymphocytes were observed with pyknotic nuclei 
(broken arrows; Fig. 3B and C). Upon treatment with curcumin nano-
emulsion, the red pulp area reduced significantly in the 5 ppm +
SNEC30 (1.3-fold; p < 0.05) and 300 ppm+SNEC30 (1.6-fold; p < 0.01) 
treated groups and the spleen was found to be reconstituted (Fig. 3E and 
F). Marked reduction in cells with pyknotic nuclei was observed, and 
was comparable to SNEC30 treated mice (Fig. 3D). Scanning electron 
microscopic studies revealed that compared to the control (Fig. 3G), an 
increase in the size of splenocytes of 5 ppm arsenic-treated group (1.8- 
fold; p < 0.001). Loss of interlobular septae, an increase in surface ir-
regularities and loss of homogeneity and compactness in the structural 
organization of the tissues (Fig. 3H) was also observed. At the 300 ppm 
concentration, cell shrinkage and absolute disintegration of the integrity 
of the tissue was noted (Fig. 3I). Distinct protrusions simulating mem-
brane blebbing (broken arrows) was also observed (Fig. 3I). Spleen of 
animals treated with SNEC30 alone resembled those of the control 

(Fig. 3J). Splenocytes of 5 ppm arsenic + SNEC30 group was seen to 
regain its normal size (dotted arrows) which was found to decrease by 
1.6 fold (p < 0.01), compared to those of the 5 ppm arsenic treated 
group. Splenocytes of the 300 ppm arsenic+SNEC30 group depicted 
reduced membrane blebbing and the tissue was seen to regain 
compactness and integrity (Fig. 3K and L). 

3.3. SNEC30 reinstates arsenic-induced redox imbalance in immune cells 

It is well established that arsenic induces reactive oxygen species 
(ROS) generation, which is chiefly responsible for the disruptive effects 
on the immune organs. Subsequently, the level of DCF fluorescence was 
monitored using 2′,7′-dichlorodihydrofluorescein diacetate (DCFDA) for 
directly measuring the redox state of a cell. Generation of arsenic- 
induced intracellular ROS was clearly evident in the thymus of 5 ppm 
(1.5-fold; p < 0.01) and 300 ppm (2.1-fold; p < 0.01) groups (Fig. 4A and 
B) and in the spleen of 5 ppm (1.8 fold; p < 0.01) and 300 ppm (2.25 
fold; p < 0.001) groups (Fig. 4F and G). After treatment with SNEC30, 
ROS generation was reduced significantly in the thymus by a 2-fold (p <

Fig. 3. Ameliorative effects of SNEC30 on arsenic-induced spleen injury. 
Histopathological evaluation of arsenic-exposed mice (n = 6) spleen was per-
formed by means of standard H&E staining. (A) Control mice spleen section, 
showing normal tissue architecture. (B and C) Arsenic intoxicated mice spleen 
sections, illustrating expansion in red pulp area, tingible bodies marked by 
arrows and pyknotic nuclei marked by broken arrows. (D) Section of spleen 
from mice treated with SNEC30 for 14 days, depicting intact histological 
structure. (E and F) Sections of spleen treated with arsenic followed by SNEC30 
nanoemulsion + As, depicting marked reduction in the red pulp area and the 
restoration of tissue histology back to normalcy; wp, white pulp; rp, red pulp; t, 
trabaculae, c, capsule; magnification 40×; scale bar 10 μm. (G–L) SEM micro-
graphs of spleen at a magnification of 5000 × . (G) Micrograph of control spleen 
with normal structural integrity. (H) Solid arrows indicate splenocytes with 
increased diameters in 5 ppm arsenic treated group and broken arrows mark 
blebbing of cellular membrane, indicative of apoptotic cells in 300 ppm group 
(I). (J) Micrograph of SNEC30 treated spleen, depicting normal features. (K 
and L) SNEC30+As treated groups showing restoration of cellular size, shape 
and reduction in apoptosing cells. l, lymphocytes; m, macrophages; rc, reticular 
cells; e, epithelial cells; scale bar 1 μm (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of 
this article). 

Fig. 4. Alterations in the levels of ROS in response to arsenic and SNEC30 
treatment. Representative histogram profiles of DCF fluorescence of thymus (A 
and B) and spleen (F and G). Figures illustrate a dose-dependent increase in 
ROS generation upon exposure to arsenic for 7 days. Treatment with 
SNEC30+As for 14 days following arsenic treatment counteracted the oxidative 
effects of arsenic and downregulated arsenic-induced ROS generation. Error 
bars represent S.D. from the mean of three independent experiments. (C-E and 
H-J) Depicts results of enzyme assays carried out for measuring the activities of 
ROS scavenging enzymes SOD, CAT and the level of reduced glutathione GSH in 
thymus and spleen of mice treated with only arsenic for 7 days and SNEC30+As 
for 14 days. Error bars represent S.D. from the mean of three independent ex-
periments. *p < 0.05, **p < 0.01, ***p < 0.001. 
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0.01) and a 2.8-fold (p < 0.001) in the 5 ppm+SNEC30 and 300 
ppm+SNEC30 exposed groups, respectively, as compared with the 
arsenic-treated animals (Fig. 4A and B) and by a 1.4-fold (p < 0.05) in 
the 5 ppm+SNEC30 and a 2.4-fold (p < 0.01) in the 300 ppm+SNEC30 
treated groups of spleen (Fig. 4F and G), compared to the arsenic only- 
treated mice. 

Since dose-dependent increase in ROS was observed, we subse-
quently investigated the activity of ROS scavenging enzymes, which are 
the key players of the endogenous defense system that combat the 
damage instituted by arsenic exposure. Our results indicated that arsenic 
led to considerable dose-dependent reduction in the activity of SOD, 
CAT and GSH of both the thymus and spleen (Fig. 4C–E and H–J). After 
treatment with SNEC30, significant restoration of the activity of SOD, 
CAT and GSH were noted (Table 1). The results collectively suggested 
that SNEC30 could attenuate NaAsO2-induced oxidative stress. 

3.4. Effect of SNEC30 on arsenic-induced altered expression of 
autophagic markers of thymus and spleen 

Confocal imaging was carried out with cells of the respective tissues 
stained with acridine orange and representative micrographs of control, 
arsenic and arsenic + SNEC30-treated cells from thymus and spleen are 
shown in Fig. 5A and B. Both 5 ppm and 300 ppm arsenic treatments 
enhanced formation of autophagosomes in thymocytes and splenocytes 
(p < 0.05 and p < 0.001, respectively). Upon treatment with SNEC30, 
reduction in accumulation of acidic vesicles was observed in both the 
thymus (Fig. 5A) and spleen (Fig. 5B) of 5 ppm + SNEC30-treated mice, 
and was significant in the 300 ppm + SNEC30-treated mice (p < 0.01). 
To further establish the active involvement of autophagy in arsenic- 
mediated stress management, expression of the components of PI3K 
pathway regulating autophagy was investigated. Significant reduction 
in the expressions of PI3K, phospho-Akt and phospho-mTOR (p < 0.001) 
were observed in the thymus (Fig. 5C) and spleen (Fig. 5D). Concomi-
tantly, enhanced expression of Beclin-1 and LC3-II (p < 0.001) further 
confirmed ensuing autophagy in the respective tissues following arsenic 
treatment. Treatment with SNEC30 revealed that arsenic-induced 
autophagy could be attenuated (Fig. 5C and D) and it was validated 
both by acridine orange staining (Fig. 5A and B) and western blot which 
showed a marked increase in the expressions of PI3 K, phospho-Akt and 
phospho-mTOR (p < 0.01) together with reduced expression of Beclin 1 

and LC3-II in the thymus (Fig. 5C) and spleen (Fig. 5D), compared to the 
arsenic only treated groups. 

3.5. Effect of SNEC30 on arsenic-induced apoptotic death of immune cells 

As evaluated by Annexin V/PI assay, there were significantly more 
apoptotic cells in the thymus (Fig. 6A) and spleen (Fig. 6C) of the 
arsenic-exposed mice, as compared to the untreated mice (p < 0.01). 
Concomitantly, changes in apoptotic markers were observed in the 
thymus and spleen of 5 ppm and 300 ppm arsenic-treated groups over 
controls. A dose-dependent decrease in the expression of Bcl-2 (p <
0.001) and an increase in the expression of Bax (p < 0.05), cleaved 
Caspase 3 (p < 0.01) and cleaved PARP (p < 0.001) was observed 
(Fig. 6B and D). Interestingly, significantly increased expression of p53 

Table 1 
SOD, CAT and GSH levels of arsenic treated and arsenic as well as SNEC30 
treated mice. One experimental set of mice was exposed to 5 ppm and 300 ppm 
sodium meta-arsenite for 7 days and another set was treated with arsenic for 7 
days followed by 0.5 mg/kg BW. of SNEC30+arsenic (5 and 300 ppm) for 14 
days. Arsenic exposure led to a significant decrease in SOD and CAT activities 
and caused a reduction in the levels of reduced GSH. Treatment with SNEC30 led 
to an improvement in the activities of the ROS scavenging enzymes SOD and 
CAT and an increase in GSH levels. The data shown is representative of exper-
iments carried out in triplicates, *p < 0.05, **p < 0.01 and ***p < 0.001 as 
compared with the control, for the first set; *p < 0.05, **p < 0.01 and ***p <
0.001 as compared with respective arsenic only treated groups, for the second 
set. (For interpretation of the references to colour in this Table legend, the reader 
is referred to the web version of this article).  

Fig. 5. Monitoring alterations in autophagy in thymus and spleen of 
Swiss-albino mice using SNEC30 after arsenic exposure. (A and B) Cellular 
autophagy in thymus (A) and spleen (B) measured by AO staining. The presence 
of acridine orange stained acidic vesicles in the thymus and spleen cells, visu-
alized by confocal microscopy (scale bar 10 μm) confirmed autophagy upon 
arsenic exposure. With the administration of SNEC30, there was a decrease in 
the fluorescence intensity of the cells of thymus and spleen indicating towards a 
reduction in the acidic vesicular accumulation. The intensity of fluorescence in 
thymocytes and splenocytes of arsenic groups versus SNEC30+As groups was 
quantified (right panels), error bars represent S.D. from the mean of three in-
dependent experiments. *p < 0.05, **p < 0.01. (C and D) Western blots 
showing expression of autophagic protein markers in thymus (C) and spleen 
(D). β-tubulin was used as loading control and respective fold changes are 
represented as ratio of net band pixel density of arsenic treated groups to the 
control. The data shown is a representative of the experiments carried out in 
triplicates. 
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(p < 0.001), indicated that apoptosis in response to arsenic was p53- 
dependent. Treatment with SNEC30 reduced the number of apoptotic 
cells in 

the thymus by a 2-fold (p < 0.001) and spleen by a 1.5-fold (p < 0.05) 
compared with mice treated with arsenic alone (Fig. 6A and C). In 
addition, the expressions of both pro- and anti-apoptotic markers were 
also observed to undergo restoration towards normal levels after treat-
ment with SNEC30 (Fig. 6B and D). 

4. Discussion 

The involvement of the immune organs and association of the im-
mune system in the regulation of arsenic-mediated toxicity has not been 
delineated till date. Given the fact that generation of ROS is the most 
distinct mechanism of arsenic toxicity, it was speculated that com-
pounds having anti-oxidant property might be effective in combating 
arsenic toxicity. Numerous studies have confirmed that curcumin exerts 
extensive pharmacological actions in various diseases, including 
immune-suppression in mice, mostly by virtue of its antioxidant prop-
erties [38–40]. Curcumin may also be effective both in the prevention of 
diabetes mellitus and in attenuating the associated complications, 
particularly cardiovascular complications [41]. Recently, it has been 
demonstrated that curcumin has a high affinity with protease and can be 
considered as an effective Covid-19 anti-protease drug [42]. Both 
epidemiological and experimental studies have established a favorable 
correlation between amelioration of heavy metal toxicity and applica-
tion of curcumin [43,44]. However, a major caveat in applying 

curcumin is its relatively low absorption and water solubility, which 
considerably limits its potency. In order to enhance rapid absorption, 
SNEC30 has been formulated with self nano-emulsifying drug delivery 
system (SNEDDS) to enhance the bioavailability of curcumin, without 
any adverse side effects. Therefore, SNEC30 was implemented to 
attenuate the damage induced by arsenic on the primary and secondary 
immune organs in mice. 

The noxious effects of ROS might be exerted at the DNA level, also 
known as DNA oxidation, leading to mutations and possibly cancer [6, 
45], at the protein level causing enzyme inhibition, denaturation and 
protein degradation, and at the lipid level leading to lipid peroxidation. 
Keeping in line with previous studies, our results indicated a sharp rise 
in cellular ROS in the thymus and spleen upon arsenic treatment. Ac-
tivities of antioxidant enzymes, such as CAT and SOD, which are known 
to be the first line of defense and protect biological molecules from 
oxidative stress [46], have been shown to reduce significantly in 
response to arsenic treatment. In addition, GSH levels were also depleted 
after arsenic treatment, indicating thiol attenuation. These special 
markers have been proven to be authentic in the diagnosis of 
arsenic-related organ toxicity. Administration of SNEC30 for 14 days 
significantly restored the activities of these enzymes in the thymus and 
spleen of mice, suggesting that SNEC30 could successfully attenuate 
oxidative stress in NaAsO2-treated mice without causing tissue damage. 

Recent studies have shown that a variety of cell homeostasis mech-
anisms work together to reduce ROS-induced damage to cells and 
attempt to promote cell survival under conditions of stress. Autophagy is 
one of the major mechanisms maintaining cellular homeostasis [47]. 
ROS and autophagy play important roles in stress response in cells 
through a number of complicated signaling pathways [48,49]. However, 
if cells are severely damaged, autophagy backs out as a cell survival 
mechanism and drives the cells towards apoptosis either by active 
degradation of cellular organelles or by accelerated rate of passive 
non-selective degradation of cellular components, challenging cell sur-
vivability [3]. Concomitant with these reports, we have shown an 
increased autophagic activity in the arsenic-exposed thymus and spleen 
of mice, leading to accelerated p53-mediated intrinsic apoptosis. As a 
respite, treatment with SNEC30 was found to effectively counteract the 
toxic effects of sodium arsenite-induced cellular toxicity and restore 
structural and functional homeostasis in the experimental model. 
Furthermore, SNEC30 prevented the occurrence of apoptosis in the 
immune organs and assured overall improvement in the physiology of 
the mice. 

5. Conclusion 

Exposure to arsenic leads to a severe imbalance of general physio-
logical conditions of an organism, including suppression of the immune 
system, and may culminate in life-threatening diseases. The anti-oxidant 
properties of SNEC30, which prevent further deterioration and reverse 
the damages to the immune organs, assures beneficial outcome for or-
ganisms who are inadvertently exposed to environmental and acute 
doses of arsenic. Amelioration by SNEC30 includes reformation of tissue 
architecture, decline in arsenic-induced oxidative stress by virtue of its 
antioxidant potential, and reduction of cell death in the thymus and 
spleen of Swiss albino mice. Therefore, it may be reiterated that dietary 
intervention and SNEC30 supplementation will help in curbing the 
adverse effects of arsenic in organisms. Nevertheless, a more detailed 
molecular evaluation of the therapeutic efficacies of this formulation 
will endorse efficient clinical outcome, since SNEC30 has no side effects 
and promotes improvement of overall health. In addition, the delivery of 
this nanoemulsion, either via oral or systemic routes, need to be delin-
eated and justified for better efficacy of the formulation in patients. 
Additionally, whether SNEC30 should be used alone or in combination 
with other drugs which could enhance its effectiveness is a question 
worthy of investigation in future. 

Fig. 6. SNEC30 attenuates arsenic-induced cell death in mouse thymus 
and spleen. (A and C) Quantified panels of Annexin V-FITC and PI double 
staining graphs obtained from the thymus (A) and spleen (C) of mice treated 
with sodium arsenite for 7 days followed by SNEC30+As treatment for 14 days. 
(B and D) Immunoblots of apoptotic protein markers from thymus (B) and 
spleen (F) of arsenic and SNEC30+As treated mice. β-tubulin was used as 
loading control and respective fold changes are represented as ratio of net band 
pixel density of arsenic and SNEC30+As treated groups to the control. Data are 
representative of three independent experiments carried out in triplicates. 
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A SOC based avalanche model to study the magnetosphere-ionosphere energy 
transfer and AE index fluctuations
Adrija Banerjeea, Amaresh Beja, T. N. Chatterjeeb and Abhijit Majumdara

aDepartment of Physics, Indian Institute of Engineering Science and Technology, Howrah, India; bDepartment of Electronics, Dinabandhu 
Andrews College, Kolkata, India

ABSTRACT
Magnetosphere-ionosphere energy transfer and AE fluctuations are studied using a cellular 
automata model of terrestrial magnetosphere based on the concept of self-organised criticality 
(SOC). The model is a SOC-driven dissipative dynamical system with both spatial and temporal 
degrees of freedom. The input parameter to this model is derived from the real-time values of 
solar wind ion density and flow speed data. Both the direction and intensity of the real-time 
values of the BZ component of the interplanetary magnetic field (IMF) are the factors control-
ling the energy injection into the system. The model produces an output series which can be 
regarded as a mathematical representation of the AE index. The spectral response of the 
simulated output follows a 1/fβ power law, demonstrates a breakpoint at f0 = 0.050 mHz 
(5.5 hours) having slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for f < f0, the typical 
characteristics of the natural AE index. The entire 23rd solar cycle had been studied using the 
model. The parameter KA plays a significant role in the entire process. KA represents the 
remaining percentage of the released energy from the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere.
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1. Introduction

Magnetosphere-ionosphere interaction and the subse-
quent energy transfer is a significant phenomenon in 
magnetospheric dynamics. During a strong solar 
wind-magnetosphere coupling, a large amount of 
solar wind energy enters the geospace. A part of the 
energy is stored in the magnetotail and another part 
drives the convection of plasma particles in the mag-
netosphere. As the solar wind injection continues, the 
stored energy in the magnetotail reaches an unstable 
state, triggering magnetic reconnection. A huge 
amount of energy is released in the ionosphere causing 
magnetic fluctuations in the auroral zone. The auroral 
electrojet (AE) index is a global and instantaneous 
measurement of the auroral zone magnetic activities. 
The geomagnetic fluctuation in the horizontal compo-
nent of the Earth’s magnetic field H in the auroral 
region is measured in 10–13 observatories situated 
around the auroral zone. For each station, the average 
value of H of the five international quietest days of the 
month is considered as the base value of the measure-
ment. For normalisation of data, the base value is 
subtracted from each data of the station. Then, all 
the normalised data from all the stations are plotted 
and superimposed on each other. The maximum and 
minimum deviations of H are termed as Auroral 
Upper (AU) and Auroral Lower (AL) index, respec-
tively, which form the upper boundary and lower 

boundary of the envelope. If there are no disturbances 
from the distant axially symmetric fields or zonal 
currents, the AU and AL indices are the direct mea-
surement of the maximum eastward and westward 
electrojet currents at any time. AE index is defined as 
the maximum total amplitude of the eastward and 
westward electrojet currents, that is, AE = AU – AL. 
As the AE index is the difference value of AU and AL 
indices, it is independent of the ionospheric zonal 
current or distant axially symmetric fields (Davis and 
Sugiura 1966). AE index is extensively used in aero-
nomy, solar-terrestrial physics, geomagnetism, and 
auroral studies.

The physical meaning of the AE index, the nature of 
the eastward and westward electrojets, the limitations 
of AU and AL indices have been discussed (Rostoker 
1972, 2002; Baumjohann 1982; Kamide and Kokubun 
1996; Kamide and Rostoker 2004) along with 
a detailed study of spatial and temporal distributions 
of magnetic effects of the electrojets (Allen and 
Kroehl 1975), statistical analysis (Nakamura et al. 
2015) and its relation with the polar cap index 
(Vennerstrøm et al. 1991; Vassiliadis et al. 1996). It 
has been also established that the AE index is subject 
to universal time variation (Davis and Sugiura 1966; 
Ahn et al. 2000a), seasonal variation (Ahn et al., 
2000b; Cliver et al. 2000; Lyatsky et al. 2001; Russell 
and McPherron 1973; Temerin and Li 2002, 2006), 
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annual variation (Lyatsky et al. 2001; Pulkkinen et al. 
2011), and solar cycle variation (Ahn et al., 2000b). 
Different dynamical and numerical models have been 
presented to predict and study auroral electrojets. 
The analogue model proposed by (Goertz et al. 
1993) and reviewed by (McPherron and Rostoker 
1993), the Faraday loop model (Klimas et al. 1992, 
1994), using linear prediction filter (LPF) technique 
(Bargatze et al. 1985) which is further modified as 
local-linear prediction technique by (Vassiliadis et al. 
1995), by artificial intelligence (Hernandez et al. 
1993; Gleisner and Lundstedt 1997, 2001; 
Gavrishchaka and Ganguli 2001; Weigel 2003; Chen 
and Sharma 2006), by stochastic approach 
(Pulkkinen et al. 2006) and also using solar wind 
parameters (Li et al. 2007; Luo et al. 2013).

Previously, we studied the characteristic structure 
of the Dst index, the global measurement of geomag-
netic activities in Earth, and realised the series as 
a positively correlated fractional Brownian motion, 
displaying long-range correlation (Banerjee et al. 
2011). But, we also understood the complexity of the 
non-linear dynamics of the geomagnetic fluctuations 
and the difficulties in predicting them. To gain an 
insight into the magnetospheric dynamics, we focused 
our study to develop a cellular automata model of 
terrestrial magnetosphere based on the concept of self- 
organised criticality and sandpile dynamics. 
According to the concept, a dissipative, dynamical 
system with both spatial and temporal degrees of free-
dom naturally evolved to a self-organised critical state 
without much specification of the initial conditions. 
The dynamical behaviour of a pile of sand is the most 
prominent example of this type of system. Let us start 
with a grain of sand and continue to add more grains 
to it, gradually forming a pile. The increment of the 
slope enhances the characteristic size of the largest 
avalanches. As a result, the equilibrium state of the 
sandpile is seriously disturbed. Eventually, when the 
slope becomes very large, the pile reaches a critical 
state. Now, adding a single grain of sand further to the 
pile collapses it. An avalanche of sand is released from 
the pile, the base area increases, and the system again 
returns to a state of equilibrium (Bak et al. 1987, 1988).

The concept of self-organised criticality (SOC) and 
sandpile model can be the basis of an analytical study 
of magneto-ionospheric dynamics. The solar wind, 
a stream of energised plasma particles is emitted 
from the outer atmosphere of the Sun and approaches 
the Earth. The interplanetary magnetic field (IMF) is 
trapped in the solar wind. Near the terrestrial space, 
the solar wind flow speed varies from a minimum of 
260 km/sec to a maximum of 750 km/sec while the ion 
density varies in a much wider range, from 0.1 cm−3 to 
100 cm−3 (Russell 2001). The density fluctuation is the 
primary controller of the variations in the dynamic 
pressure, which further controls the solar wind- 

magnetosphere reconnection. When the solar wind 
interacts with the terrestrial magnetosphere, this 
supersonic flow creates a standing shock wave or 
bow shock in the day-side of the magnetosphere and 
converts it into a subsonic flow. Majority of the ener-
gised solar wind plasma particles is heated and then 
get deflected around the Earth at the bow shock. 
The day-side magnetosphere is compressed down 
while the night-side magnetosphere is stretched up 
to about 100 Earth radii comprising the magnetotail 
(Nishida 2000; Borovsky and Valdivia 2018). The 
trapped interplanetary magnetic field (IMF) plays 
a crucial role in controlling the intensity and duration 
of solar wind-magnetosphere coupling. For 
a northward IMF BZ, the cusp shifts away from the 
equatorial region and further narrows down with the 
increasing intensity of BZ, decreasing the amount of 
energy injection into the magnetosphere. But, for 
a southward IMF BZ, the cusp shifts towards the equa-
torial region and widens out gradually as the intensity 
of BZ increases, triggering an injection of a large 
amount of solar wind energy into the magnetosphere 
(Lu et al. 2013). The magnetotail becomes a reservoir 
of this energy. As the solar wind injection continues, 
the magnetotail grows further by accumulating more 
and more energy. Eventually, the magnetotail growth 
reaches a critical point, becomes unstable and mag-
netic reconnection occurs in the tail. A part of the 
stored energy is released through flow kinetic energy 
and plasma heating, producing substorm (Borovsky 
and Valdivia 2018). Substorm originates deep in the 
magnetosphere, near the geostationary orbit 
(Antonova and Ganushkina 2000). It is a short but 
intense earthward convection of magnetic flux in the 
magnetotail which injects energised particles in the 
dipolar region, also substantially increasing the aur-
oral electrojets (McPherron et al. 1973). The Joule 
energy extracted from the magnetosphere is dissipated 
in the ionosphere through auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere (Strangeway 
2013). The subsequent magnetic fluctuations in the 
auroral region are measured by the AE index.

SOC has long been proposed as a possible explana-
tion of magnetospheric dynamics. Sandpile model was 
selected as the first example displaying the concept of 
self-organised criticality, introduced by Bak et al. in 
their 1987 and 1988 papers. Since then, the application 
of this theory has produced numerous significant ana-
lyses of magnetospheric activities by some eminent 
researchers. Consolini observed SOC-triggered beha-
viour in the power spectral density and burst size 
distribution of the AE index (Consolini 1997). Using 
the sign-singularity analysis, magnetic field fluctua-
tions in the near-tail regions were investigated based 
on the concept of self-organised criticality and 2nd- 
order phase transition (Consolini and Lui 1999). 
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Chapman et al. presented a sandpile cellular automa-
ton model to study magnetospheric dynamics 
(Chapman et al. 1998) and Klimas presented a first- 
order physical model of plasma sheet (Klimas et al. 
2000). Further studies on modelling continued based 
on the SOC approach with interesting conclusions 
(Takalo et al. 1999; Uritsky and Semenov 2000). 
Other notable works discussed in detail the distinctive 
features of SOC-driven instabilities and their effects in 
the context of nonlinear dynamics of magnetosphere 
(Chang 1992, 1999; Uritsky 1996; Uritsky and 
Pudovkin 1998a; Sitnov et al. 2000). (Dobias and 
Wanliss 2009) suggested that both the storm and sub-
storm characteristics are consistent with the behaviour 
of the critical system and follow the fractal point 
process (FPP).

(Uritsky and Pudovkin 1998b) developed a two- 
dimensional sandpile model of the magnetosphere cur-
rent sheet to study the AE fluctuations. The model was 
a rectangular matrix of x and y dimensions. Each ele-
ment of the matrix was characterised by an amount of 
energy. Also, a critical threshold of energy was assigned 
to all of the elements to determine the stability of the 
element after each energy injection. They investigated 
the avalanche formations, energy redistribution, and 
plasma sheet instabilities of the SOC-driven system in 
reaction to external disturbances. It was suggested that 
the spatially localised magnetotail instabilities can be 
regarded as SOC avalanches and the superposition of 
these avalanches of different sizes finally produces the 
characteristic low-frequency 1/f -like fluctuations of the 
AE index (Uritsky and Pudovkin 1998b). Uritsky et al. 
continued the study of the above two-dimensional 
sandpile model in their 2001 paper to explain geomag-
netic substorms as a self-organised critical dynamic of 
the perturbed magnetosphere. In their study, the total 
accumulated energy in the system, as well as the energy 
dissipated from the system, were revealed to be the two 
major factors controlling the overall dynamics of the 
system. Moreover, the spectral characteristics of the 
model output showed striking similarities with the nat-
ural AE fluctuations (Uritsky et al. 2001).

Based on the model (Uritsky et al. 2001), we devel-
oped a sandpile-like cellular automata model of 
Earth’s magnetosphere in our previous paper 
(Banerjee et al. 2015). The model is a SOC-driven 
dissipative dynamical system with both spatial and 
temporal degrees of freedom. It is a two-dimensional 
array of finite dimensions and is characterised by 
energy E. The input energy to this model is derived 
from the real-time value of solar ion density and flow 
speed data. Both the direction and intensity of the real- 
time value of the BZ component of the interplanetary 
magnetic field (IMF) are the factors controlling the 
amount of solar wind energy injected into the system 
at any time. The total accumulated energy of the 

system is estimated to produce a simulated output 
representing the Dst index. The spectral characteris-
tics of the simulated output closely follow the natural 
Dst index, establishing the acceptability of the model 
(Banerjee et al. 2015). We continued our study with 
the model investigating the solar wind–magneto-
sphere interaction, the injection of plasma particles, 
and the aspects of internal magnetospheric dynamics 
as a subsequent effect (Banerjee et al. 2019).

In the present paper, we extend our sandpile-like 
cellular automata model to study the dynamical beha-
viour of the auroral zone magnetic activities by focus-
ing on the transferred energy from the system. The 
model, a representation of the Earth’s magnetosphere, 
is a lattice of n × n elements, having spatial and 
temporal degrees of freedom. Each element is charac-
terised by an energy E, which is analogous to the slope 
of the sandpile. The input to the model is solar wind 
energy, derived from the real-time value of solar ion 
density and flow speed data. The input energy is 
injected into the system through a set of elements, 
representing the cusp. Both the direction and intensity 
of IMF BZ are the factors controlling the width of the 
cusp, hence the amount of energy injection into the 
system. The injected energy is altering the potential 
energy of the elements of the lattice. Each element has 
a critical value of energy, known as the excitation 
threshold. As the energy injection continues, the 
energy gradually piles up in the elements, similar to 
the storing of energy in the magnetotail. If the energy 
of any element reaches the point of criticality by 
exceeding the excitation threshold, spatially localised 
instabilities are formed, representing the instability 
formation in the magnetotail. The pile collapses by 
releasing avalanches of energy in various sizes and 
shapes. The released energy is distributed among the 
adjacent elements and the process continues, gradu-
ally spreading throughout the lattice. The excess 
energy reaching the upper or lower margins is trans-
mitted outside the lattice, representing the magneto-
sphere-ionosphere energy transfer. The amount of 
transferred energy at any time t is estimated. By 
some numerical calculations, an output time series is 
produced from this estimated energy. The simulated 
output can be regarded as a mathematical representa-
tion of the AE index. It is observed that the simulated 
series exhibits 1/f β-like power spectrum. The power- 
law exponents βA and βB of the power spectral density 
of the simulated output are evaluated for both the 
high- and low-frequency regions respectively for all 
the years of the entire 23rd solar cycle. Finally, by 
comparing the values of βA and βB with that of the 
real-time AE index, it is observed that the simulated 
output closely follows the natural AE fluctuations 
depending on the exact value of the parameter KA. 
KA represents the remaining percentage of the 
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transferred energy of the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere. 
In our previous work (Banerjee et al. 2019), the real- 
time solar wind and IMF BZ data of the 23rd solar cycle 
were used as the input to the model to investigate the 
solar wind-magnetosphere energy transfer. As we are 
continuing our study on the model, in the present 
work, we used the same input dataset to analyse the 
magnetosphere-ionosphere energy transfer.

2. Method and data

The cellular automata-based sandpile model used here 
is an extension of the model presented in our previous 
papers (Banerjee et al. 2015, 2019) which is in turn 
based on the model presented by (Uritsky et al. 2001). 
The model, representation of the Earth’s magneto-
sphere, is a finite matrix of n × n elements having 
spatial and temporal degrees of freedom. Each element 
is characterised by an energy E, which is analogous to 
the slope of the sandpile. E has an arbitrary unit. The 
threshold value of energy for each element is indicated 
as ETH, the excitation threshold (Uritsky et al. 2001). 
The input to the model is solar wind energy.

The input energy dE is estimated using the real- 
time ion density and flow speed data obeying the 
equation (Banerjee et al. 2015, 2019) 

dE ¼ norm
1
2
� ion density � flow speed2

� �

(1) 

As the solar wind flows towards the Earth, it interacts 
with the magnetosphere. Depending on the intensity 
and direction of IMF BZ, a part of the solar wind 
energy is injected into the magnetosphere through 
the cusp while the major part of the solar wind energy 
is deflected at the bow shock and flows across the 
Earth. A small fraction of this deflected energy pene-
trates into the magnetosphere. In this model, the fac-
tor K represents this small fractional value. Thus, all 
the elements of the lattice are credited with the energy 
K× dE at every initial stage. This alters the potential 
energy of each element as (Banerjee et al. 2015, 2019) 

Etþ1 i; jð Þ ¼ Et i; jð ÞþK� dE; for all i andj (2) 

As the two-dimensional lattice is analogical to the 
terrestrial magnetosphere, the cusp width WC in the 
model is a set of selected elements including and 
surrounding the centre one, the element at i = n/2, 
j = n/2. The number of elements in the set, that is, the 
size of the cusp width WC is controlled by both the 
direction and intensity of IMF BZ, following the equa-
tions (Banerjee et al. 2015): 

WC¼ ½ 2� wð Þþ1�2 (3) 

where 

w ¼ ðKd�BZÞfor southward BZ (4) 

and 

w ¼ ½Kd� BZmax� BZð Þ�for northward BZ (5) 

Here BZmax is the maximum value of northward BZ 

and Kd is the associated proportionality factor. Kd is 
a function of the direction of the IMF BZ. As the 
energy injection increases for southward BZ and 
decreases for northward BZ, the numerical value of 
Kd is higher for the southward direction than that of 
the northward direction.

During a solar wind-magnetosphere coupling, the 
solar wind energy dE is injected into the system 
through the cusp width WC following the relation 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð ÞþdE½ � for i ¼
n
2
�w

� �
and j ¼

n
2
�w

� �

(6) 

The threshold value of energy for each element is 
indicated as ETH, the excitation threshold. After the 
energy injection, if E(i, j) < ETH, the element is stable. 
If E(i, j) > ETH, the element is unstable and releases 
four units of energy to return to a stable state. The 
released energy is distributed among its four adjacent 
neighbours according to the following equations 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð Þ� 4 (7) 

A small value of energy Ed is dissipated during the 
distribution process. The energy of the adjacent ele-
ments alters as (Uritsky et al. 2001; Banerjee et al. 
2015, 2019) 

Etþ1 i� 1; j� 1ð Þ¼Et i� 1; j� 1ð Þþð1�
Ed

4
Þ (8) 

Figure 1 illustrates the energy transfer process in 
a two-dimensional lattice. The unstable elements [E 
(i, j) > ETH] are marked with black shade, the stable 
elements [E(i, j) < ETH] with grey shade, and the 
elements with zero or negligible energy with white 
shade. Initially, all the elements of the lattice have 
zero energy. The input energy is injected into the 
system through the cusp WC altering its energy above 
ETH, as shown in Figure 1(a). Thus, the centre element 
is in black shade. The cusp WC here consists of only 
one element, the element at the centre of the lattice 
(i = n/2, j = n/2). In the next Figure 1(b), the unstable 
element distributes four units of its energy to its four 
adjacent neighbours. Two of the neighbouring ele-
ments, marked in black shade became unstable, receiv-
ing the excess energy. In the final Figure 1(c), the two 
unstable elements further distribute their energy to 
return to stability. This way, the injected energy is 
distributed and redistributed throughout the lattice.
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With analogy to the Earth, the system is spherical, 
meaning the elements belonging to the columns j = n 
and j = 1 are adjacent neighbours. If the energy of any 
element belonging to the column j = n has crossed the 
threshold, one unit of its surplus energy is distributed 
to its neighbour element in column j = 1 and vice 
versa. The dissipation of energy through the marginal 
grids is only applicable for the upper and lower mar-
ginal rows, not for the marginal left or marginal right 
columns. Open boundary condition has been consid-
ered for the marginal rows of the lattice. After 
a consecutive distribution and redistribution, when 
the released energy finally reaches the marginal upper 
[i = 1, j = (1 to n)] and lower [i = n, j = (1 to n)] grids, it 
transmits outside the system.

Figure 2 displays the state of the elements of the 
lattice after a consecutive energy injection, distribu-
tion, and redistribution. All the elements have 
a considerable amount of energy while some of them 
become unstable. In Figure 2(a), in the marginal rows, 
two of the elements are unstable in both the upper and 
lower grids. In the next Figure 2(b), the unstable ele-
ments in the marginal rows dissipate their excess 
energy and a part of this energy is released outside 
the lattice, representing the magnetosphere- 
ionosphere energy transfer.

After the consecutive distribution and redistribu-
tion, the total internal accumulated energy of the 
lattice at any time t can be calculated as (Uritsky 
et al. 2001; Banerjee et al. 2015, 2019) 

ETotal¼
X

E i; jð Þ for all i and j (9) 

The number of unstable states, that is, elements having 
energy E > ETH at any time t is estimated by the 
relation (Uritsky et al. 2001) 

SUN¼
X

Sij for all i and j (10) 

where Sij = 1 if E > ETH and Sij = 0 if E < ETH

The upper and the lower grids can be considered as 
the northern and southern polar cusps of the Earth 
while the energy transfer process is similar to magne-
tosphere-ionosphere energy coupling. In the actual 
measurement of the AE index, all the magnetometer 
stations are located in the northern hemisphere for 
recording the associated data. Following this instance, 
we too considered and based our calculations on the 
total excess energy dissipating only through the upper 
grid [i = 1, j = (1 to n)] of the lattice. We denote TR as 
the time delay between the initial energy injection to 
the model and the beginning of the energy transfer 
through the upper marginal grid. TR estimates the 
total time for the energy to reach the boundary after 
successive distribution and redistribution processes 
for each input injection. The total amount of released 
energy outside the lattice at any time t can be esti-
mated as (Banerjee et al. 2019) 

ER¼
X

E i; jð Þfor i ¼ 1; j ¼ ð1 to nÞ (11) 

The released energy generates two currents, IW and IE, 
the numerical equivalents of the auroral westward and 
eastward currents in the ionosphere, respectively. The 
auroral electrojet is estimated as the difference value of 
these two currents. For the calculation of electrojets, 
we considered the dissipated energy from any element 
belonging to the odd columns, that is, j = 1, 3, 5, . . ., 
(n-1) are contributing to the westward electrojet while 
the energy from any element belonging to the even 
columns, that is, j = 2, 4, 6, . . ., n are contributing to 
the eastward electrojet. Thus, mathematically 

Figure 1. The energy distribution in a two-dimensional lattice. The unstable elements [E(i, j) > ETH] are marked with black shade, 
the stable elements [E(i, j) < ETH] with grey shade, and the elements with zero or negligible energy with white shade. Initially, all 
the elements of the lattice have zero energy. (a) The input energy is injected into the system through the cusp WC altering its 
energy above ETH. The cusp WC here is consists of only one element, the element at the centre of the lattice (i = n/2, j = n/2). (b) 
The unstable element distributes four units of its energy to its four adjacent neighbours. Two of the neighbouring elements 
became unstable. (c) The two unstable elements further distribute their energy to return to stability. This way, the injected energy 
is distributed and redistributed throughout the lattice.
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Ew tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 1; 3; 5; . . . ; ðn � 1Þ

(12) 

and 

Ee tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 2; 4; 6; . . . ; n (13) 

As the distribution process continues, more and more 
excess energy piles up outside the boundary regions of 
the lattice. The series Ew(t) and Ee(t) are the estima-
tions of the total accumulated energy released in the 
ionosphere responsible for the westward and eastward 
electrojet currents, respectively. The released energy 
takes time to completely dissipate through the current 
system in the ionosphere and a part of this energy 
remains stored in the ionosphere. During the next 
magnetosphere-ionosphere energy transfer, this 
stored energy from the previous transfer acts as 
a base value and adds up with the newly released 
value of energy. Here, we introduce a parameter, 
namely KA which determines the remaining part of 
the released energy of the previous transfer, stored in 
the ionosphere. KA has a fractional value.

The remaining energy in the westward region is 

Erw tð Þ¼KA�Ewðt � 1Þ (14) 

whereas the remaining energy in the eastward 
region is 

Ere tð Þ¼KA�Eeðt � 1Þ (15) 

Mathematically, the total westward energy at any 
time t is 

Etw¼
X
½Ew tð ÞþErwðtÞ� for all t (16) 

and the total eastward energy at any time t is 

Ete¼
X
½Ee tð ÞþEreðtÞ� for all t (17) 

These two energy components, Etw(t) and Ete(t) then 
drive two currents in the opposite direction through-
out the auroral region, namely the westward electrojet 
current and the eastward electrojet current, 
respectively.

The maximum westward electrojet current can be 
considered as 

IW ¼
ffiffiffiffiffiffiffi
Etw
p

(18) 

and the maximum eastward electrojet current as 

IE ¼
ffiffiffiffiffiffi
Ete
p

(19) 

The differential value of these two components is 

EN ¼ absðIE � IWÞ (20) 

For further refinement, EN is processed by a filter and 
labelled as EA. Finally, the output time-series EA can be 
regarded as a numerical representation of the natural 
auroral electrojet index, AE.

Figure 2. The state of the elements of the lattice after a consecutive energy injection, distribution, and redistribution. The unstable 
elements [E(i, j) > ETH] are marked with black shade, the stable elements [E(i, j) < ETH] with grey shade and the elements. All the 
elements have a considerable amount of energy while some of them become unstable. (a) In the marginal rows, two of the 
elements are unstable in both the upper and lower grids. (b) The unstable elements in the marginal rows dissipate their excess 
energy and a part of this energy is released outside the lattice, representing the magnetosphere-ionosphere energy transfer.
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For our analysis, we used the hourly averaged AE 
index, solar wind ion density, flow speed, and BZ 

component of the interplanetary magnetic field 
(IMF) data from the year 1997 to the year 2007 of 
the 23rd solar cycle. The dimension of the lattice is 
50 × 50. Similar to our original study of the model 
(Banerjee et al. 2015), the numerical value of the 
various variables of the model are taken as 
K = 0.0025, local dissipation term Ed = 0.05, Kd = 0.5 
for southward direction, and Kd = 0.005 for northward 
direction. The input to the model is estimated using 
equation 1.

2.1. Data source

Here we used the hourly averaged AE index, solar 
wind ion density, flow speed, and BZ component of 
the interplanetary magnetic field (IMF) data from 
the year 1997 to the year 2007 of the 23rd solar cycle 
as extracted from NASA/GSFC’s OMNI data set 
through OMNIWeb. The OMNI data were obtained 
from the GSFC/SPDF OMNIWeb interface at http:// 
omniweb.gsfc.nasa.gov (King & Papitashvili 2005).

3. Result and discussions

The threshold excitation ETH is crucial for the central 
characteristics of a SOC system as it allows the exis-
tence of multiple metastable states across which the 
avalanches are carried out throughout the system. The 
potential energy E of any element in the lattice is 
analogical to the slope of an actual sandpile. An 
unstable element having energy E(i, j) > ETH releases 
four units of energy to return to stability. Thus, 
a minimum value of ETH = 5 is required to keep the 
potential energy of the element at a positive non-zero 
value and to avoid the total internal energy of the 
system reaching zero or negative energy states at any 
time. To analyse the dynamical behaviour of the 

system, the model is subjected to three different ETH 

values, ETH = 5, ETH = 7, and ETH = 9. After the energy 
injection and distribution, the total accumulated inter-
nal energy of the lattice, ETotal, the total number of 
unstable states, SUN, and the total amount of released 
energy, ER at any time t can be calculated according to 
Equations 9, 10, and 11 respectively. Figure 3 illus-
trates the time vs. ETotal plot for the three values of ETH 

for the year 2002. As the threshold value increases, the 
rate of energy distribution and dissipation decreases 
while the total internal energy of the system continues 
to increase gradually. It takes much more time for the 
system to achieve a meta-stable state, delaying the 
SOC dynamics and avalanches throughout the lattice 
to form properly. As the rate of distribution reduces, 
the elements in the marginal grids start to store and 
release energy to the outside of the lattice far more 
lately, thus delaying the energy transfer process repre-
senting the magnetosphere-ionosphere energy cou-
pling in the model. We denote TR as the time delay 
between the initial energy injection to the model and 
the beginning of energy transfer through the upper 
marginal grid. It is observed from the analysis, that the 
value of TR is TR = 1434 hours for ETH = 5, TR 

= 1934 hours for ETH = 7 and TR = 2520 hours for 
ETH = 9. Thus, for further analysis of the system, we 
considered ETH = 5 as the value for the excitation 
threshold. Figure 5(b), the plot for the simulated time- 
series EA, shows the estimation of EA initiating from 
the value of TR = 1434 hours for ETH = 5 as from this 
value of TR the marginal grid starts to release energy 
outside the system.

Figure 4 demonstrates the plots for dE, ETotal, SUN, 

and ER for the September–October period of the year 
2002. As seen from the figure, dE has large values for 
the marked timeline. The injected energy piles up in 
the lattice increasing the number of unstable states 
SUN, the total energy of the lattice, ETotal, reaches 
a critical point and then gradually returns to 

Figure 3. Time vs. ETotal plot for the three values of ETH for the year 2002. As the threshold value increases, the rate of energy 
distribution and dissipation decreases while the total internal energy of the system continues to increase gradually. It takes much 
more time for the system to achieve a meta-stable state.
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a metastable state by releasing a burst of avalanches. 
The avalanches take a time to reach the upper mar-
ginal grid through successive distribution and redis-
tribution processes, thus ER shows high-energy values 
dissipating from the upper grid after a while.

After the injection of the energy followed by sub-
sequent distribution and redistribution, the model 
output EA is generated estimating the released energy 
outside the lattice as discussed in the method section. 
The output series EA is the numerical representation 
of the natural AE index. The power spectral density 
(PSD) of the simulated output EA is calculated and 
plotted in a log–log graph. The plot demonstrates the 
characteristic 1/fβ behaviour of the natural AE fluctua-
tions along with the spectral break at f0. A detailed 
study of the plot revealed the value of breakpoint f0 as 
f0 = 0.050 mHz (5.5 hours), as shown in Figure 7(b). 
A power law is fitted separately in both the high (f > f0) 
and low frequency (f < f0) regions of the plot to 
determine the power-law coefficients (slope of the 
spectral response) βA and βB, respectively. Now keep-
ing the other parameter constant, if the value of KA is 
varied in the range of 0.10 to 1.00, the β values also 
vary within ranges. As, for a particular value of KA, the 

β values of the simulated series closely match with that 
of the natural AE index, they are noted down along 
with the value of KA, as shown in Table 1. The β values 
of the real-time AE index are also displayed in Table 1 
for a comparative study.

Figure 5(a,b) are the time series of the natural AE 
index and the simulated EA series of the year 2002, 
respectively. For comparative purposes, a magnified 
portion of the natural AE index and that of the simu-
lated EA series of the year 2002 are displayed in 
Figure 6(a, b), respectively. The real-time AE index is 
estimated as the difference value of AU and AL indices 
where the AU and AL indices are the direct measure-
ments of the maximum eastward and westward elec-
trojet currents. (Ahn et al., 2000b) studied the variation 
pattern of the yearly mean AL index and AU index for 
20 years and suggested their absolute values are pro-
portional to each other. The maximum is observed for 
the AU index in summer while for the AL index, it is in 
equinoctial months. Both the indices exhibit higher 
values in the descending phase of the solar cycle (Ahn 
et al., 2000b). In the current model, the simulated AE 
index is estimated following the same relation as the 
difference value between the maximum eastward and 

Figure 4. Plots for the September–October period of the year 2002 (a) Input energy, dE (b) the total accumulated internal energy 
of the lattice, ETotal (c) the total number of unstable states, SUN, and (d) the total amount of released energy, ER.
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westward electrojets. In Figure 5, the May–June sum-
mer months of the year 2002 is the period for about the 
time, Time = 2800 hours – 4200 hours. As can be seen 
from Figure 5(a), the values of the real-time AE index 
are in the higher ranges for these months. The simu-
lated series in Figure 5(b) also demonstrates the same. 
Again, in Figure 5, the period of about the time, 
Time = 5800 hours – 6600 hours marks the equinoctial 
month of September. Here, also the values of the simu-
lated series of Figure 5(b) show higher values, similarly 
to the real-time AE index, as shown in Figure 5(a).

Figure 7(a, b) illustrate the log–log plot of the PSD 
of the real-time AE index and the simulated EA series 
of the year 2002, respectively. It is observed from the 
plots that the simulated EA series exhibits the charac-
teristic 1/fβ behaviour of the natural AE fluctuations 
along with the spectral break at f0. As can be seen from 
Figure 7(b), for the value of KA = 0.73, the simulated 
series has values βA = −2.372 ± 0.120 and βB 

= −0.955 ± 0.065 which nearly matches the values 
βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 of the 
natural AE fluctuations. The spectral point and the 

Figure 5. (a) The time-series of the natural AE index of the year 2002 (b) The simulated model output time-series, EA of the year 
2002. TR = 1434 hours for ETH = 5 is the time delay between the initial energy injection to the model and the starting of energy 
transfer through the upper marginal grid.

Table 1. The power-law coefficients (slope of the spectral response) of the power spectral density 
associated with the real-time AE index and the simulated model output EA for all the years of the 23rd 

solar cycle. The spectral break is at f0 = 0.050 mHz (5.5 hours). βA denotes the value of the slope for f > f0 

and βB denotes the value of the slope for f < f0. The parameter KA is associated with the series EA and 
shows different values for different years.

Year

Real-Time 
AE Index Series

Model 
Output EA Series

βA βB KA βA βB

1997 2.366 ± 0.103 1.009 ± 0.046 0.82 2.389 ± 0.126 0.945 ± 0.068
1998 2.464 ± 0.111 1.066 ± 0.046 0.70 2.229 ± 0.105 0.961 ± 0.062
1999 2.383 ± 0.104 0.933 ± 0.043 0.70 2.359 ± 0.125 0.950 ± 0.063
2000 2.130 ± 0.101 1.007 ± 0.046 0.74 2.325 ± 0.102 0.963 ± 0.057
2001 2.276 ± 0.102 1.035 ± 0.043 0.70 2.282 ± 0.115 1.023 ± 0.065
2002 2.170 ± 0.109 0.985 ± 0.045 0.73 2.372 ± 0.120 0.955 ± 0.065
2003 2.060 ± 0.100 0.914 ± 0.043 0.68 2.248 ± 0.128 0.964 ± 0.067
2004 2.285 ± 0.109 0.979 ± 0.044 0.74 2.210 ± 0.128 0.985 ± 0.065
2005 2.218 ± 0.108 0.990 ± 0.043 0.72 2.222 ± 0.125 0.962 ± 0.065
2006 2.499 ± 0.107 1.006 ± 0.044 0.77 2.226 ± 0.123 0.962 ± 0.069
2007 2.183 ± 0.103 0.902 ± 0.043 0.78 2.352 ± 0.112 0.953 ± 0.067
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Figure 6. (a) The magnified version of the time-series of the natural AE index of the year 2002 (b) The magnified version of the 
simulated model output time-series, EA of the year 2002.

Figure 7. (a) The log-log plot of the power spectral density (PSD) of the real-time AE index of the year 2002. The β values of the 
series are estimated as βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 with a spectral break at f0 = 0.050 mHz (5.5 hours). (b) The 
log-log plot of the power spectral density (PSD) simulated model output EA of the year 2002. For the value of KA = 0.73, the β 
values of the series are estimated as βA = −2.372 ± 0.120 and βB = −0.955 ± 0.065 with a spectral break at f0 = 0.050 mHz 
(5.5 hours).
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slopes of the two frequency regions of the 1/fβ power 
spectrum of the natural AE index had long been 
a study of keen interest. (Tsurutani et al. 1990) esti-
mated the values of the slopes as βA = 2.2 and βB = 0.98 
with a breakpoint at f0 = 0.050 mHz (5.5 hours) for the 
hourly average AE data of the period of years 1971– 
1974. (Uritsky and Pudovkin 1998b) found out the 
values as βA = 2.10 and βB = 0.95 with a breakpoint at 
f0 = 0.055 mHz (5 hours) for the hourly average AE 
data of the period of years 1973–1974. (Woodard et al. 
2005) compared all the prominent studies (Tsurutani 
et al. 1990; Consolini et al. 1996; Uritsky and Pudovkin 
1998b; Price and Newman 2001; Watkins 2002) inves-
tigating the slopes of the two spectral regions and 
breakpoint of natural AE fluctuations and concluded 
the values of slopes as βA = 2.4 ± 0.26 and βB 

= 1.0 ± 0.10. It is observed from Table 1 that for 
a particular value of the parameter KA, the β values 
of the simulated series EA are estimated as βA = 2.2–2.4 
and βB = 0.9–1.0 with a spectral break at f0 

= 0.050 mHz (5.5 hours), the typical values associated 
with natural AE index as reported by all these previous 
works.

The parameter KA plays a significant role in esti-
mating the simulated EA series from the total released 
energy. As observed from Table 1, for a particular year 
and a particular value of KA, the β values of the 
simulated output series EA are in the specified ranges 
of the same associated with the natural AE index. For 
the entire 23rd solar cycle, the value of KA is in the 
range of KA = 0.68–0.82. It is observed from the result, 
that the transferred solar wind energy does not dis-
sipate completely through the westward and eastward 
auroral electrojet currents in an instant, rather 
a significant part of it remains present in the iono-
sphere even in the time of the next magnetosphere- 
ionosphere energy transfer. The parameter KA has 
a fractional value. As can be seen in equations (14) 
and (15), KA is denoting the remaining fraction of the 
total accumulated released energy of the previous 
state, reserved in the ionosphere. The excess energy 
transferred from the magnetosphere to the ionosphere 
is then being added up with this base value and forms 
the westward and eastward currents that are the two 
key factors for measuring the AE index.

The magnetosphere-ionosphere energy transfer 
and the stored part of this energy in the ionosphere 
are primarily controlled by the solar wind injection 
into the magnetosphere. Again, the amount of injected 
solar wind energy in the magnetosphere varies with 
the intensity, and duration of solar wind- 
magnetosphere coupling. Also, the solar cycle has 
a significant effect on energy injection. During solar 
storms, there is a large deposit of energy into the 
magnetosphere which changes the normal quiet time 
dynamics of the magneto-ionosphere system. Figure 4 
illustrates such a case of a large amount of solar wind 

injection into the magnetosphere. As shown in 
Figure 4(a), the marked period in the figure is distin-
guished by the continuous injection of a large amount 
of energy dE into the magnetosphere for hours. 
Consequently, the total accumulated energy of the 
lattice, ETotal, gradually starts to pile up in the system, 
altering its state of equilibrium. The value of the num-
ber of unstable states, SUN, also increases indicating 
the instability formation in the lattice. Figure 4(b, c) 
show the plots for ETotal and SUN, respectively. As the 
large values of energy injection continue, ETotal finally 
reaches a critical point and the pile collapses. The 
excess energy is released as a burst of avalanches inside 
the lattice restoring the stability of the system. After 
the successive distribution and redistribution process, 
the excess energy of the lattice is finally transferred 
outside its boundary region representing the magneto-
sphere-ionosphere energy transfer. As seen from 
Figure 4(d), the amount of released energy ER 

increases after a while as a consequence of the con-
tinuous injection of large values of dE in the magneto-
sphere. The released energy in the ionosphere is 
dissipated through the auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere. But it takes time 
to completely dissipate through the current system in 
the ionosphere and a part of this energy remains 
stored in the ionosphere. The factor KA estimates the 
amount of this stored energy.

As observed from the result, for the entire 23rd solar 
cycle, the value of KA is slightly varying, KA = 0.68– 
0.82. In the model, the parameter KA does not estimate 
the actual value of the stored energy, rather it indicates 
the percentage value of the transferred energy that 
remains stored in the ionosphere. As shown in Table 
1, the value of KA for the year 2002 is KA = 0.73. This 
value indicates, at any current state t, 73% of the 
transferred energy of the previous state (t-1), remains 
stored in the ionosphere. Thus, the transmitted energy 
does not dissipate instantly after each magnetosphere- 
ionosphere energy transfer, rather a substantial per-
centage (73%) of this energy remains reserved in the 
ionosphere during the next magnetosphere- 
ionosphere energy transfer. If the solar wind energy 
injection into the magnetosphere increases at any time 
t, the amount of total released energy in the iono-
sphere also increases for this t. Since KA indicates the 
remaining percentage value of this released energy, the 
actual amount of the reserved energy in the iono-
sphere also increases as an effect of the large solar 
wind injection. Similarly, if the input injection is 
small, the amount of released energy decreases, 
decreasing the actual amount of reserved energy in 
the ionosphere. Thus, the actual amount of the 
reserved energy in the ionosphere varies with the 
variation in the intensity of injected solar wind in the 
magnetosphere and the parameter KA represents its 
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percentage relationship with the total transferred 
energy. For the 23rd cycle, the value of KA ranges 
between KA = 0.68–0.82, indicating that for 
each year, a substantial percentage of the transferred 
energy remains stored in the ionosphere.

4. Conclusions

AE index is a global and instantaneous measure-
ment of the magnetic fluctuations in the Earth’s 
polar region in response to an external perturba-
tion. In this paper, we developed a numerical cel-
lular automata model of Earth’s magnetosphere 
based on the concept of self-organised criticality 
and sandpile dynamics to study the complex 
dynamics of the magnetosphere-ionosphere energy 
transfer process and AE fluctuations. Our model is 
a dissipative, dynamical n × n two-dimensional 
system of finite potential energy and open bound-
ary conditions having the real-time values of solar 
ion density, flow speed, and IMF BZ as the input 
parameters. It is analogical to the Earth’s magneto-
sphere while the upper and lower margins of the 
lattice can be considered as the north and south 
polar cusps of the Earth. The solar wind is a stream 
of energised plasma particles emitted from the 
outer atmosphere of the Sun. As the direction of 
IMF BZ is southward, a strong coupling occurs 
between the solar wind and terrestrial magneto-
sphere injecting a significant amount of solar 
wind energy into the geospace. Gradually, the 
energy piles up and reaches a self-organised critical 
condition after which adding up a small amount of 
energy into the pile can form a spatially localised 
magnetospheric instability. To maintain the equili-
brium, the system redistributes itself and the excess 
energy is released as an outburst of avalanches of 
various sizes in the neighbouring regions. As long 
as there is local instability, the distribution process 
continues and successively spread over throughout 
the system, finally transmitting a large amount of 
energy into the ionosphere through the polar cusps. 
The transferred solar wind energy causes magnetic 
fluctuations in the auroral region and the AE index 
is the global measurement of the intensity of the 
fluctuations. In our proposed cellular automata 
model, the marginal grids of the lattice are equiva-
lent to the polar cusps. The excess energy trans-
ferred through the upper grid of the lattice is 
measured and by some mathematical process 
a simulated time series has been derived which 
can be considered as a numerical representation 
of the real-time AE index.

The spectral response of the simulated output series 
EA follows a 1/fβ power law, demonstrates 
a breakpoint at f0 = 0.050 mHz (5.5 hours) having 
slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for 

f < f0, the typical characteristics of natural AE index. It 
is observed that the parameter KA plays a significant 
role in the entire process of forming a proper EA time 
series estimated from the released energy. KA repre-
sents the percentage of the released energy from the 
previous magnetosphere-ionosphere energy transfer, 
which remains stored in the ionosphere. Its value 
varies in a small range of KA = 0.68–0.82 for the eleven 
years of the 23rd solar cycle, indicating a substantial 
percentage of the transferred energy remains reserved 
in the ionosphere for each year.

The excitation threshold ETH is crucial in form-
ing the SOC dynamics of the model. As an unstable 
element release four units of energy, for a small 
value of ETH, the total internal energy of the system 
can achieve zero or negative potential for some of 
the values of t. In contrast, a large value of ETH 

causes the piling up of solar wind energy in the 
system, reducing the rate of energy distribution as 
well as dissipation. The total internal energy of the 
system continues to increase gradually and the sys-
tem takes a much larger time to achieve 
a metastable state and to form the SOC dynamics 
properly. Thus, a moderate value of ETH = 5 is 
optimum for the proposed model.

Overall, it can be concluded that our proposed 
model is a simple first-order avalanche model of 
the Earth’s magnetosphere where the real-time 
solar parameters are the inputs. The model gen-
erates a simulated output series EA which shows 
statistical similarity to the real-time AE index. 
Also, the parameter KA varies over a small range 
of KA = 0.68–0.82 which suggests a high percen-
tage of the transferred solar wind energy remains 
reserved in the ionosphere. In our previous work 
(Banerjee et al. 2015) we presented a SOC-based 
cellular automata model and focused on the nat-
ure of solar wind-magnetosphere energy transfer 
and its subsequent effect in the magnetosphere. In 
continuation of this project, the current work is 
a further refinement of that model to study the 
magnetosphere-ionosphere energy transfer pro-
cess. Future work can be focused to develop 
a composite cellular automata model of the mag-
netosphere to study all the intricate characteristics 
of the solar wind-magnetosphere-ionosphere 
dynamics.
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A SOC based avalanche model to study the magnetosphere-ionosphere energy 
transfer and AE index fluctuations
Adrija Banerjeea, Amaresh Beja, T. N. Chatterjeeb and Abhijit Majumdara

aDepartment of Physics, Indian Institute of Engineering Science and Technology, Howrah, India; bDepartment of Electronics, Dinabandhu 
Andrews College, Kolkata, India

ABSTRACT
Magnetosphere-ionosphere energy transfer and AE fluctuations are studied using a cellular 
automata model of terrestrial magnetosphere based on the concept of self-organised criticality 
(SOC). The model is a SOC-driven dissipative dynamical system with both spatial and temporal 
degrees of freedom. The input parameter to this model is derived from the real-time values of 
solar wind ion density and flow speed data. Both the direction and intensity of the real-time 
values of the BZ component of the interplanetary magnetic field (IMF) are the factors control-
ling the energy injection into the system. The model produces an output series which can be 
regarded as a mathematical representation of the AE index. The spectral response of the 
simulated output follows a 1/fβ power law, demonstrates a breakpoint at f0 = 0.050 mHz 
(5.5 hours) having slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for f < f0, the typical 
characteristics of the natural AE index. The entire 23rd solar cycle had been studied using the 
model. The parameter KA plays a significant role in the entire process. KA represents the 
remaining percentage of the released energy from the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere.
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1. Introduction

Magnetosphere-ionosphere interaction and the subse-
quent energy transfer is a significant phenomenon in 
magnetospheric dynamics. During a strong solar 
wind-magnetosphere coupling, a large amount of 
solar wind energy enters the geospace. A part of the 
energy is stored in the magnetotail and another part 
drives the convection of plasma particles in the mag-
netosphere. As the solar wind injection continues, the 
stored energy in the magnetotail reaches an unstable 
state, triggering magnetic reconnection. A huge 
amount of energy is released in the ionosphere causing 
magnetic fluctuations in the auroral zone. The auroral 
electrojet (AE) index is a global and instantaneous 
measurement of the auroral zone magnetic activities. 
The geomagnetic fluctuation in the horizontal compo-
nent of the Earth’s magnetic field H in the auroral 
region is measured in 10–13 observatories situated 
around the auroral zone. For each station, the average 
value of H of the five international quietest days of the 
month is considered as the base value of the measure-
ment. For normalisation of data, the base value is 
subtracted from each data of the station. Then, all 
the normalised data from all the stations are plotted 
and superimposed on each other. The maximum and 
minimum deviations of H are termed as Auroral 
Upper (AU) and Auroral Lower (AL) index, respec-
tively, which form the upper boundary and lower 

boundary of the envelope. If there are no disturbances 
from the distant axially symmetric fields or zonal 
currents, the AU and AL indices are the direct mea-
surement of the maximum eastward and westward 
electrojet currents at any time. AE index is defined as 
the maximum total amplitude of the eastward and 
westward electrojet currents, that is, AE = AU – AL. 
As the AE index is the difference value of AU and AL 
indices, it is independent of the ionospheric zonal 
current or distant axially symmetric fields (Davis and 
Sugiura 1966). AE index is extensively used in aero-
nomy, solar-terrestrial physics, geomagnetism, and 
auroral studies.

The physical meaning of the AE index, the nature of 
the eastward and westward electrojets, the limitations 
of AU and AL indices have been discussed (Rostoker 
1972, 2002; Baumjohann 1982; Kamide and Kokubun 
1996; Kamide and Rostoker 2004) along with 
a detailed study of spatial and temporal distributions 
of magnetic effects of the electrojets (Allen and 
Kroehl 1975), statistical analysis (Nakamura et al. 
2015) and its relation with the polar cap index 
(Vennerstrøm et al. 1991; Vassiliadis et al. 1996). It 
has been also established that the AE index is subject 
to universal time variation (Davis and Sugiura 1966; 
Ahn et al. 2000a), seasonal variation (Ahn et al., 
2000b; Cliver et al. 2000; Lyatsky et al. 2001; Russell 
and McPherron 1973; Temerin and Li 2002, 2006), 
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annual variation (Lyatsky et al. 2001; Pulkkinen et al. 
2011), and solar cycle variation (Ahn et al., 2000b). 
Different dynamical and numerical models have been 
presented to predict and study auroral electrojets. 
The analogue model proposed by (Goertz et al. 
1993) and reviewed by (McPherron and Rostoker 
1993), the Faraday loop model (Klimas et al. 1992, 
1994), using linear prediction filter (LPF) technique 
(Bargatze et al. 1985) which is further modified as 
local-linear prediction technique by (Vassiliadis et al. 
1995), by artificial intelligence (Hernandez et al. 
1993; Gleisner and Lundstedt 1997, 2001; 
Gavrishchaka and Ganguli 2001; Weigel 2003; Chen 
and Sharma 2006), by stochastic approach 
(Pulkkinen et al. 2006) and also using solar wind 
parameters (Li et al. 2007; Luo et al. 2013).

Previously, we studied the characteristic structure 
of the Dst index, the global measurement of geomag-
netic activities in Earth, and realised the series as 
a positively correlated fractional Brownian motion, 
displaying long-range correlation (Banerjee et al. 
2011). But, we also understood the complexity of the 
non-linear dynamics of the geomagnetic fluctuations 
and the difficulties in predicting them. To gain an 
insight into the magnetospheric dynamics, we focused 
our study to develop a cellular automata model of 
terrestrial magnetosphere based on the concept of self- 
organised criticality and sandpile dynamics. 
According to the concept, a dissipative, dynamical 
system with both spatial and temporal degrees of free-
dom naturally evolved to a self-organised critical state 
without much specification of the initial conditions. 
The dynamical behaviour of a pile of sand is the most 
prominent example of this type of system. Let us start 
with a grain of sand and continue to add more grains 
to it, gradually forming a pile. The increment of the 
slope enhances the characteristic size of the largest 
avalanches. As a result, the equilibrium state of the 
sandpile is seriously disturbed. Eventually, when the 
slope becomes very large, the pile reaches a critical 
state. Now, adding a single grain of sand further to the 
pile collapses it. An avalanche of sand is released from 
the pile, the base area increases, and the system again 
returns to a state of equilibrium (Bak et al. 1987, 1988).

The concept of self-organised criticality (SOC) and 
sandpile model can be the basis of an analytical study 
of magneto-ionospheric dynamics. The solar wind, 
a stream of energised plasma particles is emitted 
from the outer atmosphere of the Sun and approaches 
the Earth. The interplanetary magnetic field (IMF) is 
trapped in the solar wind. Near the terrestrial space, 
the solar wind flow speed varies from a minimum of 
260 km/sec to a maximum of 750 km/sec while the ion 
density varies in a much wider range, from 0.1 cm−3 to 
100 cm−3 (Russell 2001). The density fluctuation is the 
primary controller of the variations in the dynamic 
pressure, which further controls the solar wind- 

magnetosphere reconnection. When the solar wind 
interacts with the terrestrial magnetosphere, this 
supersonic flow creates a standing shock wave or 
bow shock in the day-side of the magnetosphere and 
converts it into a subsonic flow. Majority of the ener-
gised solar wind plasma particles is heated and then 
get deflected around the Earth at the bow shock. 
The day-side magnetosphere is compressed down 
while the night-side magnetosphere is stretched up 
to about 100 Earth radii comprising the magnetotail 
(Nishida 2000; Borovsky and Valdivia 2018). The 
trapped interplanetary magnetic field (IMF) plays 
a crucial role in controlling the intensity and duration 
of solar wind-magnetosphere coupling. For 
a northward IMF BZ, the cusp shifts away from the 
equatorial region and further narrows down with the 
increasing intensity of BZ, decreasing the amount of 
energy injection into the magnetosphere. But, for 
a southward IMF BZ, the cusp shifts towards the equa-
torial region and widens out gradually as the intensity 
of BZ increases, triggering an injection of a large 
amount of solar wind energy into the magnetosphere 
(Lu et al. 2013). The magnetotail becomes a reservoir 
of this energy. As the solar wind injection continues, 
the magnetotail grows further by accumulating more 
and more energy. Eventually, the magnetotail growth 
reaches a critical point, becomes unstable and mag-
netic reconnection occurs in the tail. A part of the 
stored energy is released through flow kinetic energy 
and plasma heating, producing substorm (Borovsky 
and Valdivia 2018). Substorm originates deep in the 
magnetosphere, near the geostationary orbit 
(Antonova and Ganushkina 2000). It is a short but 
intense earthward convection of magnetic flux in the 
magnetotail which injects energised particles in the 
dipolar region, also substantially increasing the aur-
oral electrojets (McPherron et al. 1973). The Joule 
energy extracted from the magnetosphere is dissipated 
in the ionosphere through auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere (Strangeway 
2013). The subsequent magnetic fluctuations in the 
auroral region are measured by the AE index.

SOC has long been proposed as a possible explana-
tion of magnetospheric dynamics. Sandpile model was 
selected as the first example displaying the concept of 
self-organised criticality, introduced by Bak et al. in 
their 1987 and 1988 papers. Since then, the application 
of this theory has produced numerous significant ana-
lyses of magnetospheric activities by some eminent 
researchers. Consolini observed SOC-triggered beha-
viour in the power spectral density and burst size 
distribution of the AE index (Consolini 1997). Using 
the sign-singularity analysis, magnetic field fluctua-
tions in the near-tail regions were investigated based 
on the concept of self-organised criticality and 2nd- 
order phase transition (Consolini and Lui 1999). 
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Chapman et al. presented a sandpile cellular automa-
ton model to study magnetospheric dynamics 
(Chapman et al. 1998) and Klimas presented a first- 
order physical model of plasma sheet (Klimas et al. 
2000). Further studies on modelling continued based 
on the SOC approach with interesting conclusions 
(Takalo et al. 1999; Uritsky and Semenov 2000). 
Other notable works discussed in detail the distinctive 
features of SOC-driven instabilities and their effects in 
the context of nonlinear dynamics of magnetosphere 
(Chang 1992, 1999; Uritsky 1996; Uritsky and 
Pudovkin 1998a; Sitnov et al. 2000). (Dobias and 
Wanliss 2009) suggested that both the storm and sub-
storm characteristics are consistent with the behaviour 
of the critical system and follow the fractal point 
process (FPP).

(Uritsky and Pudovkin 1998b) developed a two- 
dimensional sandpile model of the magnetosphere cur-
rent sheet to study the AE fluctuations. The model was 
a rectangular matrix of x and y dimensions. Each ele-
ment of the matrix was characterised by an amount of 
energy. Also, a critical threshold of energy was assigned 
to all of the elements to determine the stability of the 
element after each energy injection. They investigated 
the avalanche formations, energy redistribution, and 
plasma sheet instabilities of the SOC-driven system in 
reaction to external disturbances. It was suggested that 
the spatially localised magnetotail instabilities can be 
regarded as SOC avalanches and the superposition of 
these avalanches of different sizes finally produces the 
characteristic low-frequency 1/f -like fluctuations of the 
AE index (Uritsky and Pudovkin 1998b). Uritsky et al. 
continued the study of the above two-dimensional 
sandpile model in their 2001 paper to explain geomag-
netic substorms as a self-organised critical dynamic of 
the perturbed magnetosphere. In their study, the total 
accumulated energy in the system, as well as the energy 
dissipated from the system, were revealed to be the two 
major factors controlling the overall dynamics of the 
system. Moreover, the spectral characteristics of the 
model output showed striking similarities with the nat-
ural AE fluctuations (Uritsky et al. 2001).

Based on the model (Uritsky et al. 2001), we devel-
oped a sandpile-like cellular automata model of 
Earth’s magnetosphere in our previous paper 
(Banerjee et al. 2015). The model is a SOC-driven 
dissipative dynamical system with both spatial and 
temporal degrees of freedom. It is a two-dimensional 
array of finite dimensions and is characterised by 
energy E. The input energy to this model is derived 
from the real-time value of solar ion density and flow 
speed data. Both the direction and intensity of the real- 
time value of the BZ component of the interplanetary 
magnetic field (IMF) are the factors controlling the 
amount of solar wind energy injected into the system 
at any time. The total accumulated energy of the 

system is estimated to produce a simulated output 
representing the Dst index. The spectral characteris-
tics of the simulated output closely follow the natural 
Dst index, establishing the acceptability of the model 
(Banerjee et al. 2015). We continued our study with 
the model investigating the solar wind–magneto-
sphere interaction, the injection of plasma particles, 
and the aspects of internal magnetospheric dynamics 
as a subsequent effect (Banerjee et al. 2019).

In the present paper, we extend our sandpile-like 
cellular automata model to study the dynamical beha-
viour of the auroral zone magnetic activities by focus-
ing on the transferred energy from the system. The 
model, a representation of the Earth’s magnetosphere, 
is a lattice of n × n elements, having spatial and 
temporal degrees of freedom. Each element is charac-
terised by an energy E, which is analogous to the slope 
of the sandpile. The input to the model is solar wind 
energy, derived from the real-time value of solar ion 
density and flow speed data. The input energy is 
injected into the system through a set of elements, 
representing the cusp. Both the direction and intensity 
of IMF BZ are the factors controlling the width of the 
cusp, hence the amount of energy injection into the 
system. The injected energy is altering the potential 
energy of the elements of the lattice. Each element has 
a critical value of energy, known as the excitation 
threshold. As the energy injection continues, the 
energy gradually piles up in the elements, similar to 
the storing of energy in the magnetotail. If the energy 
of any element reaches the point of criticality by 
exceeding the excitation threshold, spatially localised 
instabilities are formed, representing the instability 
formation in the magnetotail. The pile collapses by 
releasing avalanches of energy in various sizes and 
shapes. The released energy is distributed among the 
adjacent elements and the process continues, gradu-
ally spreading throughout the lattice. The excess 
energy reaching the upper or lower margins is trans-
mitted outside the lattice, representing the magneto-
sphere-ionosphere energy transfer. The amount of 
transferred energy at any time t is estimated. By 
some numerical calculations, an output time series is 
produced from this estimated energy. The simulated 
output can be regarded as a mathematical representa-
tion of the AE index. It is observed that the simulated 
series exhibits 1/f β-like power spectrum. The power- 
law exponents βA and βB of the power spectral density 
of the simulated output are evaluated for both the 
high- and low-frequency regions respectively for all 
the years of the entire 23rd solar cycle. Finally, by 
comparing the values of βA and βB with that of the 
real-time AE index, it is observed that the simulated 
output closely follows the natural AE fluctuations 
depending on the exact value of the parameter KA. 
KA represents the remaining percentage of the 
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transferred energy of the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere. 
In our previous work (Banerjee et al. 2019), the real- 
time solar wind and IMF BZ data of the 23rd solar cycle 
were used as the input to the model to investigate the 
solar wind-magnetosphere energy transfer. As we are 
continuing our study on the model, in the present 
work, we used the same input dataset to analyse the 
magnetosphere-ionosphere energy transfer.

2. Method and data

The cellular automata-based sandpile model used here 
is an extension of the model presented in our previous 
papers (Banerjee et al. 2015, 2019) which is in turn 
based on the model presented by (Uritsky et al. 2001). 
The model, representation of the Earth’s magneto-
sphere, is a finite matrix of n × n elements having 
spatial and temporal degrees of freedom. Each element 
is characterised by an energy E, which is analogous to 
the slope of the sandpile. E has an arbitrary unit. The 
threshold value of energy for each element is indicated 
as ETH, the excitation threshold (Uritsky et al. 2001). 
The input to the model is solar wind energy.

The input energy dE is estimated using the real- 
time ion density and flow speed data obeying the 
equation (Banerjee et al. 2015, 2019) 

dE ¼ norm
1
2
� ion density � flow speed2

� �

(1) 

As the solar wind flows towards the Earth, it interacts 
with the magnetosphere. Depending on the intensity 
and direction of IMF BZ, a part of the solar wind 
energy is injected into the magnetosphere through 
the cusp while the major part of the solar wind energy 
is deflected at the bow shock and flows across the 
Earth. A small fraction of this deflected energy pene-
trates into the magnetosphere. In this model, the fac-
tor K represents this small fractional value. Thus, all 
the elements of the lattice are credited with the energy 
K× dE at every initial stage. This alters the potential 
energy of each element as (Banerjee et al. 2015, 2019) 

Etþ1 i; jð Þ ¼ Et i; jð ÞþK� dE; for all i andj (2) 

As the two-dimensional lattice is analogical to the 
terrestrial magnetosphere, the cusp width WC in the 
model is a set of selected elements including and 
surrounding the centre one, the element at i = n/2, 
j = n/2. The number of elements in the set, that is, the 
size of the cusp width WC is controlled by both the 
direction and intensity of IMF BZ, following the equa-
tions (Banerjee et al. 2015): 

WC¼ ½ 2� wð Þþ1�2 (3) 

where 

w ¼ ðKd�BZÞfor southward BZ (4) 

and 

w ¼ ½Kd� BZmax� BZð Þ�for northward BZ (5) 

Here BZmax is the maximum value of northward BZ 

and Kd is the associated proportionality factor. Kd is 
a function of the direction of the IMF BZ. As the 
energy injection increases for southward BZ and 
decreases for northward BZ, the numerical value of 
Kd is higher for the southward direction than that of 
the northward direction.

During a solar wind-magnetosphere coupling, the 
solar wind energy dE is injected into the system 
through the cusp width WC following the relation 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð ÞþdE½ � for i ¼
n
2
�w

� �
and j ¼

n
2
�w

� �

(6) 

The threshold value of energy for each element is 
indicated as ETH, the excitation threshold. After the 
energy injection, if E(i, j) < ETH, the element is stable. 
If E(i, j) > ETH, the element is unstable and releases 
four units of energy to return to a stable state. The 
released energy is distributed among its four adjacent 
neighbours according to the following equations 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð Þ� 4 (7) 

A small value of energy Ed is dissipated during the 
distribution process. The energy of the adjacent ele-
ments alters as (Uritsky et al. 2001; Banerjee et al. 
2015, 2019) 

Etþ1 i� 1; j� 1ð Þ¼Et i� 1; j� 1ð Þþð1�
Ed

4
Þ (8) 

Figure 1 illustrates the energy transfer process in 
a two-dimensional lattice. The unstable elements [E 
(i, j) > ETH] are marked with black shade, the stable 
elements [E(i, j) < ETH] with grey shade, and the 
elements with zero or negligible energy with white 
shade. Initially, all the elements of the lattice have 
zero energy. The input energy is injected into the 
system through the cusp WC altering its energy above 
ETH, as shown in Figure 1(a). Thus, the centre element 
is in black shade. The cusp WC here consists of only 
one element, the element at the centre of the lattice 
(i = n/2, j = n/2). In the next Figure 1(b), the unstable 
element distributes four units of its energy to its four 
adjacent neighbours. Two of the neighbouring ele-
ments, marked in black shade became unstable, receiv-
ing the excess energy. In the final Figure 1(c), the two 
unstable elements further distribute their energy to 
return to stability. This way, the injected energy is 
distributed and redistributed throughout the lattice.
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With analogy to the Earth, the system is spherical, 
meaning the elements belonging to the columns j = n 
and j = 1 are adjacent neighbours. If the energy of any 
element belonging to the column j = n has crossed the 
threshold, one unit of its surplus energy is distributed 
to its neighbour element in column j = 1 and vice 
versa. The dissipation of energy through the marginal 
grids is only applicable for the upper and lower mar-
ginal rows, not for the marginal left or marginal right 
columns. Open boundary condition has been consid-
ered for the marginal rows of the lattice. After 
a consecutive distribution and redistribution, when 
the released energy finally reaches the marginal upper 
[i = 1, j = (1 to n)] and lower [i = n, j = (1 to n)] grids, it 
transmits outside the system.

Figure 2 displays the state of the elements of the 
lattice after a consecutive energy injection, distribu-
tion, and redistribution. All the elements have 
a considerable amount of energy while some of them 
become unstable. In Figure 2(a), in the marginal rows, 
two of the elements are unstable in both the upper and 
lower grids. In the next Figure 2(b), the unstable ele-
ments in the marginal rows dissipate their excess 
energy and a part of this energy is released outside 
the lattice, representing the magnetosphere- 
ionosphere energy transfer.

After the consecutive distribution and redistribu-
tion, the total internal accumulated energy of the 
lattice at any time t can be calculated as (Uritsky 
et al. 2001; Banerjee et al. 2015, 2019) 

ETotal¼
X

E i; jð Þ for all i and j (9) 

The number of unstable states, that is, elements having 
energy E > ETH at any time t is estimated by the 
relation (Uritsky et al. 2001) 

SUN¼
X

Sij for all i and j (10) 

where Sij = 1 if E > ETH and Sij = 0 if E < ETH

The upper and the lower grids can be considered as 
the northern and southern polar cusps of the Earth 
while the energy transfer process is similar to magne-
tosphere-ionosphere energy coupling. In the actual 
measurement of the AE index, all the magnetometer 
stations are located in the northern hemisphere for 
recording the associated data. Following this instance, 
we too considered and based our calculations on the 
total excess energy dissipating only through the upper 
grid [i = 1, j = (1 to n)] of the lattice. We denote TR as 
the time delay between the initial energy injection to 
the model and the beginning of the energy transfer 
through the upper marginal grid. TR estimates the 
total time for the energy to reach the boundary after 
successive distribution and redistribution processes 
for each input injection. The total amount of released 
energy outside the lattice at any time t can be esti-
mated as (Banerjee et al. 2019) 

ER¼
X

E i; jð Þfor i ¼ 1; j ¼ ð1 to nÞ (11) 

The released energy generates two currents, IW and IE, 
the numerical equivalents of the auroral westward and 
eastward currents in the ionosphere, respectively. The 
auroral electrojet is estimated as the difference value of 
these two currents. For the calculation of electrojets, 
we considered the dissipated energy from any element 
belonging to the odd columns, that is, j = 1, 3, 5, . . ., 
(n-1) are contributing to the westward electrojet while 
the energy from any element belonging to the even 
columns, that is, j = 2, 4, 6, . . ., n are contributing to 
the eastward electrojet. Thus, mathematically 

Figure 1. The energy distribution in a two-dimensional lattice. The unstable elements [E(i, j) > ETH] are marked with black shade, 
the stable elements [E(i, j) < ETH] with grey shade, and the elements with zero or negligible energy with white shade. Initially, all 
the elements of the lattice have zero energy. (a) The input energy is injected into the system through the cusp WC altering its 
energy above ETH. The cusp WC here is consists of only one element, the element at the centre of the lattice (i = n/2, j = n/2). (b) 
The unstable element distributes four units of its energy to its four adjacent neighbours. Two of the neighbouring elements 
became unstable. (c) The two unstable elements further distribute their energy to return to stability. This way, the injected energy 
is distributed and redistributed throughout the lattice.
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Ew tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 1; 3; 5; . . . ; ðn � 1Þ

(12) 

and 

Ee tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 2; 4; 6; . . . ; n (13) 

As the distribution process continues, more and more 
excess energy piles up outside the boundary regions of 
the lattice. The series Ew(t) and Ee(t) are the estima-
tions of the total accumulated energy released in the 
ionosphere responsible for the westward and eastward 
electrojet currents, respectively. The released energy 
takes time to completely dissipate through the current 
system in the ionosphere and a part of this energy 
remains stored in the ionosphere. During the next 
magnetosphere-ionosphere energy transfer, this 
stored energy from the previous transfer acts as 
a base value and adds up with the newly released 
value of energy. Here, we introduce a parameter, 
namely KA which determines the remaining part of 
the released energy of the previous transfer, stored in 
the ionosphere. KA has a fractional value.

The remaining energy in the westward region is 

Erw tð Þ¼KA�Ewðt � 1Þ (14) 

whereas the remaining energy in the eastward 
region is 

Ere tð Þ¼KA�Eeðt � 1Þ (15) 

Mathematically, the total westward energy at any 
time t is 

Etw¼
X
½Ew tð ÞþErwðtÞ� for all t (16) 

and the total eastward energy at any time t is 

Ete¼
X
½Ee tð ÞþEreðtÞ� for all t (17) 

These two energy components, Etw(t) and Ete(t) then 
drive two currents in the opposite direction through-
out the auroral region, namely the westward electrojet 
current and the eastward electrojet current, 
respectively.

The maximum westward electrojet current can be 
considered as 

IW ¼
ffiffiffiffiffiffiffi
Etw
p

(18) 

and the maximum eastward electrojet current as 

IE ¼
ffiffiffiffiffiffi
Ete
p

(19) 

The differential value of these two components is 

EN ¼ absðIE � IWÞ (20) 

For further refinement, EN is processed by a filter and 
labelled as EA. Finally, the output time-series EA can be 
regarded as a numerical representation of the natural 
auroral electrojet index, AE.

Figure 2. The state of the elements of the lattice after a consecutive energy injection, distribution, and redistribution. The unstable 
elements [E(i, j) > ETH] are marked with black shade, the stable elements [E(i, j) < ETH] with grey shade and the elements. All the 
elements have a considerable amount of energy while some of them become unstable. (a) In the marginal rows, two of the 
elements are unstable in both the upper and lower grids. (b) The unstable elements in the marginal rows dissipate their excess 
energy and a part of this energy is released outside the lattice, representing the magnetosphere-ionosphere energy transfer.
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For our analysis, we used the hourly averaged AE 
index, solar wind ion density, flow speed, and BZ 

component of the interplanetary magnetic field 
(IMF) data from the year 1997 to the year 2007 of 
the 23rd solar cycle. The dimension of the lattice is 
50 × 50. Similar to our original study of the model 
(Banerjee et al. 2015), the numerical value of the 
various variables of the model are taken as 
K = 0.0025, local dissipation term Ed = 0.05, Kd = 0.5 
for southward direction, and Kd = 0.005 for northward 
direction. The input to the model is estimated using 
equation 1.

2.1. Data source

Here we used the hourly averaged AE index, solar 
wind ion density, flow speed, and BZ component of 
the interplanetary magnetic field (IMF) data from 
the year 1997 to the year 2007 of the 23rd solar cycle 
as extracted from NASA/GSFC’s OMNI data set 
through OMNIWeb. The OMNI data were obtained 
from the GSFC/SPDF OMNIWeb interface at http:// 
omniweb.gsfc.nasa.gov (King & Papitashvili 2005).

3. Result and discussions

The threshold excitation ETH is crucial for the central 
characteristics of a SOC system as it allows the exis-
tence of multiple metastable states across which the 
avalanches are carried out throughout the system. The 
potential energy E of any element in the lattice is 
analogical to the slope of an actual sandpile. An 
unstable element having energy E(i, j) > ETH releases 
four units of energy to return to stability. Thus, 
a minimum value of ETH = 5 is required to keep the 
potential energy of the element at a positive non-zero 
value and to avoid the total internal energy of the 
system reaching zero or negative energy states at any 
time. To analyse the dynamical behaviour of the 

system, the model is subjected to three different ETH 

values, ETH = 5, ETH = 7, and ETH = 9. After the energy 
injection and distribution, the total accumulated inter-
nal energy of the lattice, ETotal, the total number of 
unstable states, SUN, and the total amount of released 
energy, ER at any time t can be calculated according to 
Equations 9, 10, and 11 respectively. Figure 3 illus-
trates the time vs. ETotal plot for the three values of ETH 

for the year 2002. As the threshold value increases, the 
rate of energy distribution and dissipation decreases 
while the total internal energy of the system continues 
to increase gradually. It takes much more time for the 
system to achieve a meta-stable state, delaying the 
SOC dynamics and avalanches throughout the lattice 
to form properly. As the rate of distribution reduces, 
the elements in the marginal grids start to store and 
release energy to the outside of the lattice far more 
lately, thus delaying the energy transfer process repre-
senting the magnetosphere-ionosphere energy cou-
pling in the model. We denote TR as the time delay 
between the initial energy injection to the model and 
the beginning of energy transfer through the upper 
marginal grid. It is observed from the analysis, that the 
value of TR is TR = 1434 hours for ETH = 5, TR 

= 1934 hours for ETH = 7 and TR = 2520 hours for 
ETH = 9. Thus, for further analysis of the system, we 
considered ETH = 5 as the value for the excitation 
threshold. Figure 5(b), the plot for the simulated time- 
series EA, shows the estimation of EA initiating from 
the value of TR = 1434 hours for ETH = 5 as from this 
value of TR the marginal grid starts to release energy 
outside the system.

Figure 4 demonstrates the plots for dE, ETotal, SUN, 

and ER for the September–October period of the year 
2002. As seen from the figure, dE has large values for 
the marked timeline. The injected energy piles up in 
the lattice increasing the number of unstable states 
SUN, the total energy of the lattice, ETotal, reaches 
a critical point and then gradually returns to 

Figure 3. Time vs. ETotal plot for the three values of ETH for the year 2002. As the threshold value increases, the rate of energy 
distribution and dissipation decreases while the total internal energy of the system continues to increase gradually. It takes much 
more time for the system to achieve a meta-stable state.
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a metastable state by releasing a burst of avalanches. 
The avalanches take a time to reach the upper mar-
ginal grid through successive distribution and redis-
tribution processes, thus ER shows high-energy values 
dissipating from the upper grid after a while.

After the injection of the energy followed by sub-
sequent distribution and redistribution, the model 
output EA is generated estimating the released energy 
outside the lattice as discussed in the method section. 
The output series EA is the numerical representation 
of the natural AE index. The power spectral density 
(PSD) of the simulated output EA is calculated and 
plotted in a log–log graph. The plot demonstrates the 
characteristic 1/fβ behaviour of the natural AE fluctua-
tions along with the spectral break at f0. A detailed 
study of the plot revealed the value of breakpoint f0 as 
f0 = 0.050 mHz (5.5 hours), as shown in Figure 7(b). 
A power law is fitted separately in both the high (f > f0) 
and low frequency (f < f0) regions of the plot to 
determine the power-law coefficients (slope of the 
spectral response) βA and βB, respectively. Now keep-
ing the other parameter constant, if the value of KA is 
varied in the range of 0.10 to 1.00, the β values also 
vary within ranges. As, for a particular value of KA, the 

β values of the simulated series closely match with that 
of the natural AE index, they are noted down along 
with the value of KA, as shown in Table 1. The β values 
of the real-time AE index are also displayed in Table 1 
for a comparative study.

Figure 5(a,b) are the time series of the natural AE 
index and the simulated EA series of the year 2002, 
respectively. For comparative purposes, a magnified 
portion of the natural AE index and that of the simu-
lated EA series of the year 2002 are displayed in 
Figure 6(a, b), respectively. The real-time AE index is 
estimated as the difference value of AU and AL indices 
where the AU and AL indices are the direct measure-
ments of the maximum eastward and westward elec-
trojet currents. (Ahn et al., 2000b) studied the variation 
pattern of the yearly mean AL index and AU index for 
20 years and suggested their absolute values are pro-
portional to each other. The maximum is observed for 
the AU index in summer while for the AL index, it is in 
equinoctial months. Both the indices exhibit higher 
values in the descending phase of the solar cycle (Ahn 
et al., 2000b). In the current model, the simulated AE 
index is estimated following the same relation as the 
difference value between the maximum eastward and 

Figure 4. Plots for the September–October period of the year 2002 (a) Input energy, dE (b) the total accumulated internal energy 
of the lattice, ETotal (c) the total number of unstable states, SUN, and (d) the total amount of released energy, ER.
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westward electrojets. In Figure 5, the May–June sum-
mer months of the year 2002 is the period for about the 
time, Time = 2800 hours – 4200 hours. As can be seen 
from Figure 5(a), the values of the real-time AE index 
are in the higher ranges for these months. The simu-
lated series in Figure 5(b) also demonstrates the same. 
Again, in Figure 5, the period of about the time, 
Time = 5800 hours – 6600 hours marks the equinoctial 
month of September. Here, also the values of the simu-
lated series of Figure 5(b) show higher values, similarly 
to the real-time AE index, as shown in Figure 5(a).

Figure 7(a, b) illustrate the log–log plot of the PSD 
of the real-time AE index and the simulated EA series 
of the year 2002, respectively. It is observed from the 
plots that the simulated EA series exhibits the charac-
teristic 1/fβ behaviour of the natural AE fluctuations 
along with the spectral break at f0. As can be seen from 
Figure 7(b), for the value of KA = 0.73, the simulated 
series has values βA = −2.372 ± 0.120 and βB 

= −0.955 ± 0.065 which nearly matches the values 
βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 of the 
natural AE fluctuations. The spectral point and the 

Figure 5. (a) The time-series of the natural AE index of the year 2002 (b) The simulated model output time-series, EA of the year 
2002. TR = 1434 hours for ETH = 5 is the time delay between the initial energy injection to the model and the starting of energy 
transfer through the upper marginal grid.

Table 1. The power-law coefficients (slope of the spectral response) of the power spectral density 
associated with the real-time AE index and the simulated model output EA for all the years of the 23rd 

solar cycle. The spectral break is at f0 = 0.050 mHz (5.5 hours). βA denotes the value of the slope for f > f0 

and βB denotes the value of the slope for f < f0. The parameter KA is associated with the series EA and 
shows different values for different years.

Year

Real-Time 
AE Index Series

Model 
Output EA Series

βA βB KA βA βB

1997 2.366 ± 0.103 1.009 ± 0.046 0.82 2.389 ± 0.126 0.945 ± 0.068
1998 2.464 ± 0.111 1.066 ± 0.046 0.70 2.229 ± 0.105 0.961 ± 0.062
1999 2.383 ± 0.104 0.933 ± 0.043 0.70 2.359 ± 0.125 0.950 ± 0.063
2000 2.130 ± 0.101 1.007 ± 0.046 0.74 2.325 ± 0.102 0.963 ± 0.057
2001 2.276 ± 0.102 1.035 ± 0.043 0.70 2.282 ± 0.115 1.023 ± 0.065
2002 2.170 ± 0.109 0.985 ± 0.045 0.73 2.372 ± 0.120 0.955 ± 0.065
2003 2.060 ± 0.100 0.914 ± 0.043 0.68 2.248 ± 0.128 0.964 ± 0.067
2004 2.285 ± 0.109 0.979 ± 0.044 0.74 2.210 ± 0.128 0.985 ± 0.065
2005 2.218 ± 0.108 0.990 ± 0.043 0.72 2.222 ± 0.125 0.962 ± 0.065
2006 2.499 ± 0.107 1.006 ± 0.044 0.77 2.226 ± 0.123 0.962 ± 0.069
2007 2.183 ± 0.103 0.902 ± 0.043 0.78 2.352 ± 0.112 0.953 ± 0.067
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Figure 6. (a) The magnified version of the time-series of the natural AE index of the year 2002 (b) The magnified version of the 
simulated model output time-series, EA of the year 2002.

Figure 7. (a) The log-log plot of the power spectral density (PSD) of the real-time AE index of the year 2002. The β values of the 
series are estimated as βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 with a spectral break at f0 = 0.050 mHz (5.5 hours). (b) The 
log-log plot of the power spectral density (PSD) simulated model output EA of the year 2002. For the value of KA = 0.73, the β 
values of the series are estimated as βA = −2.372 ± 0.120 and βB = −0.955 ± 0.065 with a spectral break at f0 = 0.050 mHz 
(5.5 hours).
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slopes of the two frequency regions of the 1/fβ power 
spectrum of the natural AE index had long been 
a study of keen interest. (Tsurutani et al. 1990) esti-
mated the values of the slopes as βA = 2.2 and βB = 0.98 
with a breakpoint at f0 = 0.050 mHz (5.5 hours) for the 
hourly average AE data of the period of years 1971– 
1974. (Uritsky and Pudovkin 1998b) found out the 
values as βA = 2.10 and βB = 0.95 with a breakpoint at 
f0 = 0.055 mHz (5 hours) for the hourly average AE 
data of the period of years 1973–1974. (Woodard et al. 
2005) compared all the prominent studies (Tsurutani 
et al. 1990; Consolini et al. 1996; Uritsky and Pudovkin 
1998b; Price and Newman 2001; Watkins 2002) inves-
tigating the slopes of the two spectral regions and 
breakpoint of natural AE fluctuations and concluded 
the values of slopes as βA = 2.4 ± 0.26 and βB 

= 1.0 ± 0.10. It is observed from Table 1 that for 
a particular value of the parameter KA, the β values 
of the simulated series EA are estimated as βA = 2.2–2.4 
and βB = 0.9–1.0 with a spectral break at f0 

= 0.050 mHz (5.5 hours), the typical values associated 
with natural AE index as reported by all these previous 
works.

The parameter KA plays a significant role in esti-
mating the simulated EA series from the total released 
energy. As observed from Table 1, for a particular year 
and a particular value of KA, the β values of the 
simulated output series EA are in the specified ranges 
of the same associated with the natural AE index. For 
the entire 23rd solar cycle, the value of KA is in the 
range of KA = 0.68–0.82. It is observed from the result, 
that the transferred solar wind energy does not dis-
sipate completely through the westward and eastward 
auroral electrojet currents in an instant, rather 
a significant part of it remains present in the iono-
sphere even in the time of the next magnetosphere- 
ionosphere energy transfer. The parameter KA has 
a fractional value. As can be seen in equations (14) 
and (15), KA is denoting the remaining fraction of the 
total accumulated released energy of the previous 
state, reserved in the ionosphere. The excess energy 
transferred from the magnetosphere to the ionosphere 
is then being added up with this base value and forms 
the westward and eastward currents that are the two 
key factors for measuring the AE index.

The magnetosphere-ionosphere energy transfer 
and the stored part of this energy in the ionosphere 
are primarily controlled by the solar wind injection 
into the magnetosphere. Again, the amount of injected 
solar wind energy in the magnetosphere varies with 
the intensity, and duration of solar wind- 
magnetosphere coupling. Also, the solar cycle has 
a significant effect on energy injection. During solar 
storms, there is a large deposit of energy into the 
magnetosphere which changes the normal quiet time 
dynamics of the magneto-ionosphere system. Figure 4 
illustrates such a case of a large amount of solar wind 

injection into the magnetosphere. As shown in 
Figure 4(a), the marked period in the figure is distin-
guished by the continuous injection of a large amount 
of energy dE into the magnetosphere for hours. 
Consequently, the total accumulated energy of the 
lattice, ETotal, gradually starts to pile up in the system, 
altering its state of equilibrium. The value of the num-
ber of unstable states, SUN, also increases indicating 
the instability formation in the lattice. Figure 4(b, c) 
show the plots for ETotal and SUN, respectively. As the 
large values of energy injection continue, ETotal finally 
reaches a critical point and the pile collapses. The 
excess energy is released as a burst of avalanches inside 
the lattice restoring the stability of the system. After 
the successive distribution and redistribution process, 
the excess energy of the lattice is finally transferred 
outside its boundary region representing the magneto-
sphere-ionosphere energy transfer. As seen from 
Figure 4(d), the amount of released energy ER 

increases after a while as a consequence of the con-
tinuous injection of large values of dE in the magneto-
sphere. The released energy in the ionosphere is 
dissipated through the auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere. But it takes time 
to completely dissipate through the current system in 
the ionosphere and a part of this energy remains 
stored in the ionosphere. The factor KA estimates the 
amount of this stored energy.

As observed from the result, for the entire 23rd solar 
cycle, the value of KA is slightly varying, KA = 0.68– 
0.82. In the model, the parameter KA does not estimate 
the actual value of the stored energy, rather it indicates 
the percentage value of the transferred energy that 
remains stored in the ionosphere. As shown in Table 
1, the value of KA for the year 2002 is KA = 0.73. This 
value indicates, at any current state t, 73% of the 
transferred energy of the previous state (t-1), remains 
stored in the ionosphere. Thus, the transmitted energy 
does not dissipate instantly after each magnetosphere- 
ionosphere energy transfer, rather a substantial per-
centage (73%) of this energy remains reserved in the 
ionosphere during the next magnetosphere- 
ionosphere energy transfer. If the solar wind energy 
injection into the magnetosphere increases at any time 
t, the amount of total released energy in the iono-
sphere also increases for this t. Since KA indicates the 
remaining percentage value of this released energy, the 
actual amount of the reserved energy in the iono-
sphere also increases as an effect of the large solar 
wind injection. Similarly, if the input injection is 
small, the amount of released energy decreases, 
decreasing the actual amount of reserved energy in 
the ionosphere. Thus, the actual amount of the 
reserved energy in the ionosphere varies with the 
variation in the intensity of injected solar wind in the 
magnetosphere and the parameter KA represents its 
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percentage relationship with the total transferred 
energy. For the 23rd cycle, the value of KA ranges 
between KA = 0.68–0.82, indicating that for 
each year, a substantial percentage of the transferred 
energy remains stored in the ionosphere.

4. Conclusions

AE index is a global and instantaneous measure-
ment of the magnetic fluctuations in the Earth’s 
polar region in response to an external perturba-
tion. In this paper, we developed a numerical cel-
lular automata model of Earth’s magnetosphere 
based on the concept of self-organised criticality 
and sandpile dynamics to study the complex 
dynamics of the magnetosphere-ionosphere energy 
transfer process and AE fluctuations. Our model is 
a dissipative, dynamical n × n two-dimensional 
system of finite potential energy and open bound-
ary conditions having the real-time values of solar 
ion density, flow speed, and IMF BZ as the input 
parameters. It is analogical to the Earth’s magneto-
sphere while the upper and lower margins of the 
lattice can be considered as the north and south 
polar cusps of the Earth. The solar wind is a stream 
of energised plasma particles emitted from the 
outer atmosphere of the Sun. As the direction of 
IMF BZ is southward, a strong coupling occurs 
between the solar wind and terrestrial magneto-
sphere injecting a significant amount of solar 
wind energy into the geospace. Gradually, the 
energy piles up and reaches a self-organised critical 
condition after which adding up a small amount of 
energy into the pile can form a spatially localised 
magnetospheric instability. To maintain the equili-
brium, the system redistributes itself and the excess 
energy is released as an outburst of avalanches of 
various sizes in the neighbouring regions. As long 
as there is local instability, the distribution process 
continues and successively spread over throughout 
the system, finally transmitting a large amount of 
energy into the ionosphere through the polar cusps. 
The transferred solar wind energy causes magnetic 
fluctuations in the auroral region and the AE index 
is the global measurement of the intensity of the 
fluctuations. In our proposed cellular automata 
model, the marginal grids of the lattice are equiva-
lent to the polar cusps. The excess energy trans-
ferred through the upper grid of the lattice is 
measured and by some mathematical process 
a simulated time series has been derived which 
can be considered as a numerical representation 
of the real-time AE index.

The spectral response of the simulated output series 
EA follows a 1/fβ power law, demonstrates 
a breakpoint at f0 = 0.050 mHz (5.5 hours) having 
slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for 

f < f0, the typical characteristics of natural AE index. It 
is observed that the parameter KA plays a significant 
role in the entire process of forming a proper EA time 
series estimated from the released energy. KA repre-
sents the percentage of the released energy from the 
previous magnetosphere-ionosphere energy transfer, 
which remains stored in the ionosphere. Its value 
varies in a small range of KA = 0.68–0.82 for the eleven 
years of the 23rd solar cycle, indicating a substantial 
percentage of the transferred energy remains reserved 
in the ionosphere for each year.

The excitation threshold ETH is crucial in form-
ing the SOC dynamics of the model. As an unstable 
element release four units of energy, for a small 
value of ETH, the total internal energy of the system 
can achieve zero or negative potential for some of 
the values of t. In contrast, a large value of ETH 

causes the piling up of solar wind energy in the 
system, reducing the rate of energy distribution as 
well as dissipation. The total internal energy of the 
system continues to increase gradually and the sys-
tem takes a much larger time to achieve 
a metastable state and to form the SOC dynamics 
properly. Thus, a moderate value of ETH = 5 is 
optimum for the proposed model.

Overall, it can be concluded that our proposed 
model is a simple first-order avalanche model of 
the Earth’s magnetosphere where the real-time 
solar parameters are the inputs. The model gen-
erates a simulated output series EA which shows 
statistical similarity to the real-time AE index. 
Also, the parameter KA varies over a small range 
of KA = 0.68–0.82 which suggests a high percen-
tage of the transferred solar wind energy remains 
reserved in the ionosphere. In our previous work 
(Banerjee et al. 2015) we presented a SOC-based 
cellular automata model and focused on the nat-
ure of solar wind-magnetosphere energy transfer 
and its subsequent effect in the magnetosphere. In 
continuation of this project, the current work is 
a further refinement of that model to study the 
magnetosphere-ionosphere energy transfer pro-
cess. Future work can be focused to develop 
a composite cellular automata model of the mag-
netosphere to study all the intricate characteristics 
of the solar wind-magnetosphere-ionosphere 
dynamics.
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A SOC based avalanche model to study the magnetosphere-ionosphere energy 
transfer and AE index fluctuations
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ABSTRACT
Magnetosphere-ionosphere energy transfer and AE fluctuations are studied using a cellular 
automata model of terrestrial magnetosphere based on the concept of self-organised criticality 
(SOC). The model is a SOC-driven dissipative dynamical system with both spatial and temporal 
degrees of freedom. The input parameter to this model is derived from the real-time values of 
solar wind ion density and flow speed data. Both the direction and intensity of the real-time 
values of the BZ component of the interplanetary magnetic field (IMF) are the factors control-
ling the energy injection into the system. The model produces an output series which can be 
regarded as a mathematical representation of the AE index. The spectral response of the 
simulated output follows a 1/fβ power law, demonstrates a breakpoint at f0 = 0.050 mHz 
(5.5 hours) having slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for f < f0, the typical 
characteristics of the natural AE index. The entire 23rd solar cycle had been studied using the 
model. The parameter KA plays a significant role in the entire process. KA represents the 
remaining percentage of the released energy from the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere.
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1. Introduction

Magnetosphere-ionosphere interaction and the subse-
quent energy transfer is a significant phenomenon in 
magnetospheric dynamics. During a strong solar 
wind-magnetosphere coupling, a large amount of 
solar wind energy enters the geospace. A part of the 
energy is stored in the magnetotail and another part 
drives the convection of plasma particles in the mag-
netosphere. As the solar wind injection continues, the 
stored energy in the magnetotail reaches an unstable 
state, triggering magnetic reconnection. A huge 
amount of energy is released in the ionosphere causing 
magnetic fluctuations in the auroral zone. The auroral 
electrojet (AE) index is a global and instantaneous 
measurement of the auroral zone magnetic activities. 
The geomagnetic fluctuation in the horizontal compo-
nent of the Earth’s magnetic field H in the auroral 
region is measured in 10–13 observatories situated 
around the auroral zone. For each station, the average 
value of H of the five international quietest days of the 
month is considered as the base value of the measure-
ment. For normalisation of data, the base value is 
subtracted from each data of the station. Then, all 
the normalised data from all the stations are plotted 
and superimposed on each other. The maximum and 
minimum deviations of H are termed as Auroral 
Upper (AU) and Auroral Lower (AL) index, respec-
tively, which form the upper boundary and lower 

boundary of the envelope. If there are no disturbances 
from the distant axially symmetric fields or zonal 
currents, the AU and AL indices are the direct mea-
surement of the maximum eastward and westward 
electrojet currents at any time. AE index is defined as 
the maximum total amplitude of the eastward and 
westward electrojet currents, that is, AE = AU – AL. 
As the AE index is the difference value of AU and AL 
indices, it is independent of the ionospheric zonal 
current or distant axially symmetric fields (Davis and 
Sugiura 1966). AE index is extensively used in aero-
nomy, solar-terrestrial physics, geomagnetism, and 
auroral studies.

The physical meaning of the AE index, the nature of 
the eastward and westward electrojets, the limitations 
of AU and AL indices have been discussed (Rostoker 
1972, 2002; Baumjohann 1982; Kamide and Kokubun 
1996; Kamide and Rostoker 2004) along with 
a detailed study of spatial and temporal distributions 
of magnetic effects of the electrojets (Allen and 
Kroehl 1975), statistical analysis (Nakamura et al. 
2015) and its relation with the polar cap index 
(Vennerstrøm et al. 1991; Vassiliadis et al. 1996). It 
has been also established that the AE index is subject 
to universal time variation (Davis and Sugiura 1966; 
Ahn et al. 2000a), seasonal variation (Ahn et al., 
2000b; Cliver et al. 2000; Lyatsky et al. 2001; Russell 
and McPherron 1973; Temerin and Li 2002, 2006), 
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annual variation (Lyatsky et al. 2001; Pulkkinen et al. 
2011), and solar cycle variation (Ahn et al., 2000b). 
Different dynamical and numerical models have been 
presented to predict and study auroral electrojets. 
The analogue model proposed by (Goertz et al. 
1993) and reviewed by (McPherron and Rostoker 
1993), the Faraday loop model (Klimas et al. 1992, 
1994), using linear prediction filter (LPF) technique 
(Bargatze et al. 1985) which is further modified as 
local-linear prediction technique by (Vassiliadis et al. 
1995), by artificial intelligence (Hernandez et al. 
1993; Gleisner and Lundstedt 1997, 2001; 
Gavrishchaka and Ganguli 2001; Weigel 2003; Chen 
and Sharma 2006), by stochastic approach 
(Pulkkinen et al. 2006) and also using solar wind 
parameters (Li et al. 2007; Luo et al. 2013).

Previously, we studied the characteristic structure 
of the Dst index, the global measurement of geomag-
netic activities in Earth, and realised the series as 
a positively correlated fractional Brownian motion, 
displaying long-range correlation (Banerjee et al. 
2011). But, we also understood the complexity of the 
non-linear dynamics of the geomagnetic fluctuations 
and the difficulties in predicting them. To gain an 
insight into the magnetospheric dynamics, we focused 
our study to develop a cellular automata model of 
terrestrial magnetosphere based on the concept of self- 
organised criticality and sandpile dynamics. 
According to the concept, a dissipative, dynamical 
system with both spatial and temporal degrees of free-
dom naturally evolved to a self-organised critical state 
without much specification of the initial conditions. 
The dynamical behaviour of a pile of sand is the most 
prominent example of this type of system. Let us start 
with a grain of sand and continue to add more grains 
to it, gradually forming a pile. The increment of the 
slope enhances the characteristic size of the largest 
avalanches. As a result, the equilibrium state of the 
sandpile is seriously disturbed. Eventually, when the 
slope becomes very large, the pile reaches a critical 
state. Now, adding a single grain of sand further to the 
pile collapses it. An avalanche of sand is released from 
the pile, the base area increases, and the system again 
returns to a state of equilibrium (Bak et al. 1987, 1988).

The concept of self-organised criticality (SOC) and 
sandpile model can be the basis of an analytical study 
of magneto-ionospheric dynamics. The solar wind, 
a stream of energised plasma particles is emitted 
from the outer atmosphere of the Sun and approaches 
the Earth. The interplanetary magnetic field (IMF) is 
trapped in the solar wind. Near the terrestrial space, 
the solar wind flow speed varies from a minimum of 
260 km/sec to a maximum of 750 km/sec while the ion 
density varies in a much wider range, from 0.1 cm−3 to 
100 cm−3 (Russell 2001). The density fluctuation is the 
primary controller of the variations in the dynamic 
pressure, which further controls the solar wind- 

magnetosphere reconnection. When the solar wind 
interacts with the terrestrial magnetosphere, this 
supersonic flow creates a standing shock wave or 
bow shock in the day-side of the magnetosphere and 
converts it into a subsonic flow. Majority of the ener-
gised solar wind plasma particles is heated and then 
get deflected around the Earth at the bow shock. 
The day-side magnetosphere is compressed down 
while the night-side magnetosphere is stretched up 
to about 100 Earth radii comprising the magnetotail 
(Nishida 2000; Borovsky and Valdivia 2018). The 
trapped interplanetary magnetic field (IMF) plays 
a crucial role in controlling the intensity and duration 
of solar wind-magnetosphere coupling. For 
a northward IMF BZ, the cusp shifts away from the 
equatorial region and further narrows down with the 
increasing intensity of BZ, decreasing the amount of 
energy injection into the magnetosphere. But, for 
a southward IMF BZ, the cusp shifts towards the equa-
torial region and widens out gradually as the intensity 
of BZ increases, triggering an injection of a large 
amount of solar wind energy into the magnetosphere 
(Lu et al. 2013). The magnetotail becomes a reservoir 
of this energy. As the solar wind injection continues, 
the magnetotail grows further by accumulating more 
and more energy. Eventually, the magnetotail growth 
reaches a critical point, becomes unstable and mag-
netic reconnection occurs in the tail. A part of the 
stored energy is released through flow kinetic energy 
and plasma heating, producing substorm (Borovsky 
and Valdivia 2018). Substorm originates deep in the 
magnetosphere, near the geostationary orbit 
(Antonova and Ganushkina 2000). It is a short but 
intense earthward convection of magnetic flux in the 
magnetotail which injects energised particles in the 
dipolar region, also substantially increasing the aur-
oral electrojets (McPherron et al. 1973). The Joule 
energy extracted from the magnetosphere is dissipated 
in the ionosphere through auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere (Strangeway 
2013). The subsequent magnetic fluctuations in the 
auroral region are measured by the AE index.

SOC has long been proposed as a possible explana-
tion of magnetospheric dynamics. Sandpile model was 
selected as the first example displaying the concept of 
self-organised criticality, introduced by Bak et al. in 
their 1987 and 1988 papers. Since then, the application 
of this theory has produced numerous significant ana-
lyses of magnetospheric activities by some eminent 
researchers. Consolini observed SOC-triggered beha-
viour in the power spectral density and burst size 
distribution of the AE index (Consolini 1997). Using 
the sign-singularity analysis, magnetic field fluctua-
tions in the near-tail regions were investigated based 
on the concept of self-organised criticality and 2nd- 
order phase transition (Consolini and Lui 1999). 
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Chapman et al. presented a sandpile cellular automa-
ton model to study magnetospheric dynamics 
(Chapman et al. 1998) and Klimas presented a first- 
order physical model of plasma sheet (Klimas et al. 
2000). Further studies on modelling continued based 
on the SOC approach with interesting conclusions 
(Takalo et al. 1999; Uritsky and Semenov 2000). 
Other notable works discussed in detail the distinctive 
features of SOC-driven instabilities and their effects in 
the context of nonlinear dynamics of magnetosphere 
(Chang 1992, 1999; Uritsky 1996; Uritsky and 
Pudovkin 1998a; Sitnov et al. 2000). (Dobias and 
Wanliss 2009) suggested that both the storm and sub-
storm characteristics are consistent with the behaviour 
of the critical system and follow the fractal point 
process (FPP).

(Uritsky and Pudovkin 1998b) developed a two- 
dimensional sandpile model of the magnetosphere cur-
rent sheet to study the AE fluctuations. The model was 
a rectangular matrix of x and y dimensions. Each ele-
ment of the matrix was characterised by an amount of 
energy. Also, a critical threshold of energy was assigned 
to all of the elements to determine the stability of the 
element after each energy injection. They investigated 
the avalanche formations, energy redistribution, and 
plasma sheet instabilities of the SOC-driven system in 
reaction to external disturbances. It was suggested that 
the spatially localised magnetotail instabilities can be 
regarded as SOC avalanches and the superposition of 
these avalanches of different sizes finally produces the 
characteristic low-frequency 1/f -like fluctuations of the 
AE index (Uritsky and Pudovkin 1998b). Uritsky et al. 
continued the study of the above two-dimensional 
sandpile model in their 2001 paper to explain geomag-
netic substorms as a self-organised critical dynamic of 
the perturbed magnetosphere. In their study, the total 
accumulated energy in the system, as well as the energy 
dissipated from the system, were revealed to be the two 
major factors controlling the overall dynamics of the 
system. Moreover, the spectral characteristics of the 
model output showed striking similarities with the nat-
ural AE fluctuations (Uritsky et al. 2001).

Based on the model (Uritsky et al. 2001), we devel-
oped a sandpile-like cellular automata model of 
Earth’s magnetosphere in our previous paper 
(Banerjee et al. 2015). The model is a SOC-driven 
dissipative dynamical system with both spatial and 
temporal degrees of freedom. It is a two-dimensional 
array of finite dimensions and is characterised by 
energy E. The input energy to this model is derived 
from the real-time value of solar ion density and flow 
speed data. Both the direction and intensity of the real- 
time value of the BZ component of the interplanetary 
magnetic field (IMF) are the factors controlling the 
amount of solar wind energy injected into the system 
at any time. The total accumulated energy of the 

system is estimated to produce a simulated output 
representing the Dst index. The spectral characteris-
tics of the simulated output closely follow the natural 
Dst index, establishing the acceptability of the model 
(Banerjee et al. 2015). We continued our study with 
the model investigating the solar wind–magneto-
sphere interaction, the injection of plasma particles, 
and the aspects of internal magnetospheric dynamics 
as a subsequent effect (Banerjee et al. 2019).

In the present paper, we extend our sandpile-like 
cellular automata model to study the dynamical beha-
viour of the auroral zone magnetic activities by focus-
ing on the transferred energy from the system. The 
model, a representation of the Earth’s magnetosphere, 
is a lattice of n × n elements, having spatial and 
temporal degrees of freedom. Each element is charac-
terised by an energy E, which is analogous to the slope 
of the sandpile. The input to the model is solar wind 
energy, derived from the real-time value of solar ion 
density and flow speed data. The input energy is 
injected into the system through a set of elements, 
representing the cusp. Both the direction and intensity 
of IMF BZ are the factors controlling the width of the 
cusp, hence the amount of energy injection into the 
system. The injected energy is altering the potential 
energy of the elements of the lattice. Each element has 
a critical value of energy, known as the excitation 
threshold. As the energy injection continues, the 
energy gradually piles up in the elements, similar to 
the storing of energy in the magnetotail. If the energy 
of any element reaches the point of criticality by 
exceeding the excitation threshold, spatially localised 
instabilities are formed, representing the instability 
formation in the magnetotail. The pile collapses by 
releasing avalanches of energy in various sizes and 
shapes. The released energy is distributed among the 
adjacent elements and the process continues, gradu-
ally spreading throughout the lattice. The excess 
energy reaching the upper or lower margins is trans-
mitted outside the lattice, representing the magneto-
sphere-ionosphere energy transfer. The amount of 
transferred energy at any time t is estimated. By 
some numerical calculations, an output time series is 
produced from this estimated energy. The simulated 
output can be regarded as a mathematical representa-
tion of the AE index. It is observed that the simulated 
series exhibits 1/f β-like power spectrum. The power- 
law exponents βA and βB of the power spectral density 
of the simulated output are evaluated for both the 
high- and low-frequency regions respectively for all 
the years of the entire 23rd solar cycle. Finally, by 
comparing the values of βA and βB with that of the 
real-time AE index, it is observed that the simulated 
output closely follows the natural AE fluctuations 
depending on the exact value of the parameter KA. 
KA represents the remaining percentage of the 
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transferred energy of the previous magnetosphere- 
ionosphere energy transfer, stored in the ionosphere. 
In our previous work (Banerjee et al. 2019), the real- 
time solar wind and IMF BZ data of the 23rd solar cycle 
were used as the input to the model to investigate the 
solar wind-magnetosphere energy transfer. As we are 
continuing our study on the model, in the present 
work, we used the same input dataset to analyse the 
magnetosphere-ionosphere energy transfer.

2. Method and data

The cellular automata-based sandpile model used here 
is an extension of the model presented in our previous 
papers (Banerjee et al. 2015, 2019) which is in turn 
based on the model presented by (Uritsky et al. 2001). 
The model, representation of the Earth’s magneto-
sphere, is a finite matrix of n × n elements having 
spatial and temporal degrees of freedom. Each element 
is characterised by an energy E, which is analogous to 
the slope of the sandpile. E has an arbitrary unit. The 
threshold value of energy for each element is indicated 
as ETH, the excitation threshold (Uritsky et al. 2001). 
The input to the model is solar wind energy.

The input energy dE is estimated using the real- 
time ion density and flow speed data obeying the 
equation (Banerjee et al. 2015, 2019) 

dE ¼ norm
1
2
� ion density � flow speed2

� �

(1) 

As the solar wind flows towards the Earth, it interacts 
with the magnetosphere. Depending on the intensity 
and direction of IMF BZ, a part of the solar wind 
energy is injected into the magnetosphere through 
the cusp while the major part of the solar wind energy 
is deflected at the bow shock and flows across the 
Earth. A small fraction of this deflected energy pene-
trates into the magnetosphere. In this model, the fac-
tor K represents this small fractional value. Thus, all 
the elements of the lattice are credited with the energy 
K× dE at every initial stage. This alters the potential 
energy of each element as (Banerjee et al. 2015, 2019) 

Etþ1 i; jð Þ ¼ Et i; jð ÞþK� dE; for all i andj (2) 

As the two-dimensional lattice is analogical to the 
terrestrial magnetosphere, the cusp width WC in the 
model is a set of selected elements including and 
surrounding the centre one, the element at i = n/2, 
j = n/2. The number of elements in the set, that is, the 
size of the cusp width WC is controlled by both the 
direction and intensity of IMF BZ, following the equa-
tions (Banerjee et al. 2015): 

WC¼ ½ 2� wð Þþ1�2 (3) 

where 

w ¼ ðKd�BZÞfor southward BZ (4) 

and 

w ¼ ½Kd� BZmax� BZð Þ�for northward BZ (5) 

Here BZmax is the maximum value of northward BZ 

and Kd is the associated proportionality factor. Kd is 
a function of the direction of the IMF BZ. As the 
energy injection increases for southward BZ and 
decreases for northward BZ, the numerical value of 
Kd is higher for the southward direction than that of 
the northward direction.

During a solar wind-magnetosphere coupling, the 
solar wind energy dE is injected into the system 
through the cusp width WC following the relation 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð ÞþdE½ � for i ¼
n
2
�w

� �
and j ¼

n
2
�w

� �

(6) 

The threshold value of energy for each element is 
indicated as ETH, the excitation threshold. After the 
energy injection, if E(i, j) < ETH, the element is stable. 
If E(i, j) > ETH, the element is unstable and releases 
four units of energy to return to a stable state. The 
released energy is distributed among its four adjacent 
neighbours according to the following equations 
(Uritsky et al. 2001; Banerjee et al. 2015, 2019), 

Etþ1 i; jð Þ ¼ Et i; jð Þ� 4 (7) 

A small value of energy Ed is dissipated during the 
distribution process. The energy of the adjacent ele-
ments alters as (Uritsky et al. 2001; Banerjee et al. 
2015, 2019) 

Etþ1 i� 1; j� 1ð Þ¼Et i� 1; j� 1ð Þþð1�
Ed

4
Þ (8) 

Figure 1 illustrates the energy transfer process in 
a two-dimensional lattice. The unstable elements [E 
(i, j) > ETH] are marked with black shade, the stable 
elements [E(i, j) < ETH] with grey shade, and the 
elements with zero or negligible energy with white 
shade. Initially, all the elements of the lattice have 
zero energy. The input energy is injected into the 
system through the cusp WC altering its energy above 
ETH, as shown in Figure 1(a). Thus, the centre element 
is in black shade. The cusp WC here consists of only 
one element, the element at the centre of the lattice 
(i = n/2, j = n/2). In the next Figure 1(b), the unstable 
element distributes four units of its energy to its four 
adjacent neighbours. Two of the neighbouring ele-
ments, marked in black shade became unstable, receiv-
ing the excess energy. In the final Figure 1(c), the two 
unstable elements further distribute their energy to 
return to stability. This way, the injected energy is 
distributed and redistributed throughout the lattice.
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With analogy to the Earth, the system is spherical, 
meaning the elements belonging to the columns j = n 
and j = 1 are adjacent neighbours. If the energy of any 
element belonging to the column j = n has crossed the 
threshold, one unit of its surplus energy is distributed 
to its neighbour element in column j = 1 and vice 
versa. The dissipation of energy through the marginal 
grids is only applicable for the upper and lower mar-
ginal rows, not for the marginal left or marginal right 
columns. Open boundary condition has been consid-
ered for the marginal rows of the lattice. After 
a consecutive distribution and redistribution, when 
the released energy finally reaches the marginal upper 
[i = 1, j = (1 to n)] and lower [i = n, j = (1 to n)] grids, it 
transmits outside the system.

Figure 2 displays the state of the elements of the 
lattice after a consecutive energy injection, distribu-
tion, and redistribution. All the elements have 
a considerable amount of energy while some of them 
become unstable. In Figure 2(a), in the marginal rows, 
two of the elements are unstable in both the upper and 
lower grids. In the next Figure 2(b), the unstable ele-
ments in the marginal rows dissipate their excess 
energy and a part of this energy is released outside 
the lattice, representing the magnetosphere- 
ionosphere energy transfer.

After the consecutive distribution and redistribu-
tion, the total internal accumulated energy of the 
lattice at any time t can be calculated as (Uritsky 
et al. 2001; Banerjee et al. 2015, 2019) 

ETotal¼
X

E i; jð Þ for all i and j (9) 

The number of unstable states, that is, elements having 
energy E > ETH at any time t is estimated by the 
relation (Uritsky et al. 2001) 

SUN¼
X

Sij for all i and j (10) 

where Sij = 1 if E > ETH and Sij = 0 if E < ETH

The upper and the lower grids can be considered as 
the northern and southern polar cusps of the Earth 
while the energy transfer process is similar to magne-
tosphere-ionosphere energy coupling. In the actual 
measurement of the AE index, all the magnetometer 
stations are located in the northern hemisphere for 
recording the associated data. Following this instance, 
we too considered and based our calculations on the 
total excess energy dissipating only through the upper 
grid [i = 1, j = (1 to n)] of the lattice. We denote TR as 
the time delay between the initial energy injection to 
the model and the beginning of the energy transfer 
through the upper marginal grid. TR estimates the 
total time for the energy to reach the boundary after 
successive distribution and redistribution processes 
for each input injection. The total amount of released 
energy outside the lattice at any time t can be esti-
mated as (Banerjee et al. 2019) 

ER¼
X

E i; jð Þfor i ¼ 1; j ¼ ð1 to nÞ (11) 

The released energy generates two currents, IW and IE, 
the numerical equivalents of the auroral westward and 
eastward currents in the ionosphere, respectively. The 
auroral electrojet is estimated as the difference value of 
these two currents. For the calculation of electrojets, 
we considered the dissipated energy from any element 
belonging to the odd columns, that is, j = 1, 3, 5, . . ., 
(n-1) are contributing to the westward electrojet while 
the energy from any element belonging to the even 
columns, that is, j = 2, 4, 6, . . ., n are contributing to 
the eastward electrojet. Thus, mathematically 

Figure 1. The energy distribution in a two-dimensional lattice. The unstable elements [E(i, j) > ETH] are marked with black shade, 
the stable elements [E(i, j) < ETH] with grey shade, and the elements with zero or negligible energy with white shade. Initially, all 
the elements of the lattice have zero energy. (a) The input energy is injected into the system through the cusp WC altering its 
energy above ETH. The cusp WC here is consists of only one element, the element at the centre of the lattice (i = n/2, j = n/2). (b) 
The unstable element distributes four units of its energy to its four adjacent neighbours. Two of the neighbouring elements 
became unstable. (c) The two unstable elements further distribute their energy to return to stability. This way, the injected energy 
is distributed and redistributed throughout the lattice.
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Ew tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 1; 3; 5; . . . ; ðn � 1Þ

(12) 

and 

Ee tð Þ¼
X

E i; jð Þ for i ¼ 1; j ¼ 2; 4; 6; . . . ; n (13) 

As the distribution process continues, more and more 
excess energy piles up outside the boundary regions of 
the lattice. The series Ew(t) and Ee(t) are the estima-
tions of the total accumulated energy released in the 
ionosphere responsible for the westward and eastward 
electrojet currents, respectively. The released energy 
takes time to completely dissipate through the current 
system in the ionosphere and a part of this energy 
remains stored in the ionosphere. During the next 
magnetosphere-ionosphere energy transfer, this 
stored energy from the previous transfer acts as 
a base value and adds up with the newly released 
value of energy. Here, we introduce a parameter, 
namely KA which determines the remaining part of 
the released energy of the previous transfer, stored in 
the ionosphere. KA has a fractional value.

The remaining energy in the westward region is 

Erw tð Þ¼KA�Ewðt � 1Þ (14) 

whereas the remaining energy in the eastward 
region is 

Ere tð Þ¼KA�Eeðt � 1Þ (15) 

Mathematically, the total westward energy at any 
time t is 

Etw¼
X
½Ew tð ÞþErwðtÞ� for all t (16) 

and the total eastward energy at any time t is 

Ete¼
X
½Ee tð ÞþEreðtÞ� for all t (17) 

These two energy components, Etw(t) and Ete(t) then 
drive two currents in the opposite direction through-
out the auroral region, namely the westward electrojet 
current and the eastward electrojet current, 
respectively.

The maximum westward electrojet current can be 
considered as 

IW ¼
ffiffiffiffiffiffiffi
Etw
p

(18) 

and the maximum eastward electrojet current as 

IE ¼
ffiffiffiffiffiffi
Ete
p

(19) 

The differential value of these two components is 

EN ¼ absðIE � IWÞ (20) 

For further refinement, EN is processed by a filter and 
labelled as EA. Finally, the output time-series EA can be 
regarded as a numerical representation of the natural 
auroral electrojet index, AE.

Figure 2. The state of the elements of the lattice after a consecutive energy injection, distribution, and redistribution. The unstable 
elements [E(i, j) > ETH] are marked with black shade, the stable elements [E(i, j) < ETH] with grey shade and the elements. All the 
elements have a considerable amount of energy while some of them become unstable. (a) In the marginal rows, two of the 
elements are unstable in both the upper and lower grids. (b) The unstable elements in the marginal rows dissipate their excess 
energy and a part of this energy is released outside the lattice, representing the magnetosphere-ionosphere energy transfer.
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For our analysis, we used the hourly averaged AE 
index, solar wind ion density, flow speed, and BZ 

component of the interplanetary magnetic field 
(IMF) data from the year 1997 to the year 2007 of 
the 23rd solar cycle. The dimension of the lattice is 
50 × 50. Similar to our original study of the model 
(Banerjee et al. 2015), the numerical value of the 
various variables of the model are taken as 
K = 0.0025, local dissipation term Ed = 0.05, Kd = 0.5 
for southward direction, and Kd = 0.005 for northward 
direction. The input to the model is estimated using 
equation 1.

2.1. Data source

Here we used the hourly averaged AE index, solar 
wind ion density, flow speed, and BZ component of 
the interplanetary magnetic field (IMF) data from 
the year 1997 to the year 2007 of the 23rd solar cycle 
as extracted from NASA/GSFC’s OMNI data set 
through OMNIWeb. The OMNI data were obtained 
from the GSFC/SPDF OMNIWeb interface at http:// 
omniweb.gsfc.nasa.gov (King & Papitashvili 2005).

3. Result and discussions

The threshold excitation ETH is crucial for the central 
characteristics of a SOC system as it allows the exis-
tence of multiple metastable states across which the 
avalanches are carried out throughout the system. The 
potential energy E of any element in the lattice is 
analogical to the slope of an actual sandpile. An 
unstable element having energy E(i, j) > ETH releases 
four units of energy to return to stability. Thus, 
a minimum value of ETH = 5 is required to keep the 
potential energy of the element at a positive non-zero 
value and to avoid the total internal energy of the 
system reaching zero or negative energy states at any 
time. To analyse the dynamical behaviour of the 

system, the model is subjected to three different ETH 

values, ETH = 5, ETH = 7, and ETH = 9. After the energy 
injection and distribution, the total accumulated inter-
nal energy of the lattice, ETotal, the total number of 
unstable states, SUN, and the total amount of released 
energy, ER at any time t can be calculated according to 
Equations 9, 10, and 11 respectively. Figure 3 illus-
trates the time vs. ETotal plot for the three values of ETH 

for the year 2002. As the threshold value increases, the 
rate of energy distribution and dissipation decreases 
while the total internal energy of the system continues 
to increase gradually. It takes much more time for the 
system to achieve a meta-stable state, delaying the 
SOC dynamics and avalanches throughout the lattice 
to form properly. As the rate of distribution reduces, 
the elements in the marginal grids start to store and 
release energy to the outside of the lattice far more 
lately, thus delaying the energy transfer process repre-
senting the magnetosphere-ionosphere energy cou-
pling in the model. We denote TR as the time delay 
between the initial energy injection to the model and 
the beginning of energy transfer through the upper 
marginal grid. It is observed from the analysis, that the 
value of TR is TR = 1434 hours for ETH = 5, TR 

= 1934 hours for ETH = 7 and TR = 2520 hours for 
ETH = 9. Thus, for further analysis of the system, we 
considered ETH = 5 as the value for the excitation 
threshold. Figure 5(b), the plot for the simulated time- 
series EA, shows the estimation of EA initiating from 
the value of TR = 1434 hours for ETH = 5 as from this 
value of TR the marginal grid starts to release energy 
outside the system.

Figure 4 demonstrates the plots for dE, ETotal, SUN, 

and ER for the September–October period of the year 
2002. As seen from the figure, dE has large values for 
the marked timeline. The injected energy piles up in 
the lattice increasing the number of unstable states 
SUN, the total energy of the lattice, ETotal, reaches 
a critical point and then gradually returns to 

Figure 3. Time vs. ETotal plot for the three values of ETH for the year 2002. As the threshold value increases, the rate of energy 
distribution and dissipation decreases while the total internal energy of the system continues to increase gradually. It takes much 
more time for the system to achieve a meta-stable state.
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a metastable state by releasing a burst of avalanches. 
The avalanches take a time to reach the upper mar-
ginal grid through successive distribution and redis-
tribution processes, thus ER shows high-energy values 
dissipating from the upper grid after a while.

After the injection of the energy followed by sub-
sequent distribution and redistribution, the model 
output EA is generated estimating the released energy 
outside the lattice as discussed in the method section. 
The output series EA is the numerical representation 
of the natural AE index. The power spectral density 
(PSD) of the simulated output EA is calculated and 
plotted in a log–log graph. The plot demonstrates the 
characteristic 1/fβ behaviour of the natural AE fluctua-
tions along with the spectral break at f0. A detailed 
study of the plot revealed the value of breakpoint f0 as 
f0 = 0.050 mHz (5.5 hours), as shown in Figure 7(b). 
A power law is fitted separately in both the high (f > f0) 
and low frequency (f < f0) regions of the plot to 
determine the power-law coefficients (slope of the 
spectral response) βA and βB, respectively. Now keep-
ing the other parameter constant, if the value of KA is 
varied in the range of 0.10 to 1.00, the β values also 
vary within ranges. As, for a particular value of KA, the 

β values of the simulated series closely match with that 
of the natural AE index, they are noted down along 
with the value of KA, as shown in Table 1. The β values 
of the real-time AE index are also displayed in Table 1 
for a comparative study.

Figure 5(a,b) are the time series of the natural AE 
index and the simulated EA series of the year 2002, 
respectively. For comparative purposes, a magnified 
portion of the natural AE index and that of the simu-
lated EA series of the year 2002 are displayed in 
Figure 6(a, b), respectively. The real-time AE index is 
estimated as the difference value of AU and AL indices 
where the AU and AL indices are the direct measure-
ments of the maximum eastward and westward elec-
trojet currents. (Ahn et al., 2000b) studied the variation 
pattern of the yearly mean AL index and AU index for 
20 years and suggested their absolute values are pro-
portional to each other. The maximum is observed for 
the AU index in summer while for the AL index, it is in 
equinoctial months. Both the indices exhibit higher 
values in the descending phase of the solar cycle (Ahn 
et al., 2000b). In the current model, the simulated AE 
index is estimated following the same relation as the 
difference value between the maximum eastward and 

Figure 4. Plots for the September–October period of the year 2002 (a) Input energy, dE (b) the total accumulated internal energy 
of the lattice, ETotal (c) the total number of unstable states, SUN, and (d) the total amount of released energy, ER.
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westward electrojets. In Figure 5, the May–June sum-
mer months of the year 2002 is the period for about the 
time, Time = 2800 hours – 4200 hours. As can be seen 
from Figure 5(a), the values of the real-time AE index 
are in the higher ranges for these months. The simu-
lated series in Figure 5(b) also demonstrates the same. 
Again, in Figure 5, the period of about the time, 
Time = 5800 hours – 6600 hours marks the equinoctial 
month of September. Here, also the values of the simu-
lated series of Figure 5(b) show higher values, similarly 
to the real-time AE index, as shown in Figure 5(a).

Figure 7(a, b) illustrate the log–log plot of the PSD 
of the real-time AE index and the simulated EA series 
of the year 2002, respectively. It is observed from the 
plots that the simulated EA series exhibits the charac-
teristic 1/fβ behaviour of the natural AE fluctuations 
along with the spectral break at f0. As can be seen from 
Figure 7(b), for the value of KA = 0.73, the simulated 
series has values βA = −2.372 ± 0.120 and βB 

= −0.955 ± 0.065 which nearly matches the values 
βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 of the 
natural AE fluctuations. The spectral point and the 

Figure 5. (a) The time-series of the natural AE index of the year 2002 (b) The simulated model output time-series, EA of the year 
2002. TR = 1434 hours for ETH = 5 is the time delay between the initial energy injection to the model and the starting of energy 
transfer through the upper marginal grid.

Table 1. The power-law coefficients (slope of the spectral response) of the power spectral density 
associated with the real-time AE index and the simulated model output EA for all the years of the 23rd 

solar cycle. The spectral break is at f0 = 0.050 mHz (5.5 hours). βA denotes the value of the slope for f > f0 

and βB denotes the value of the slope for f < f0. The parameter KA is associated with the series EA and 
shows different values for different years.

Year

Real-Time 
AE Index Series

Model 
Output EA Series

βA βB KA βA βB

1997 2.366 ± 0.103 1.009 ± 0.046 0.82 2.389 ± 0.126 0.945 ± 0.068
1998 2.464 ± 0.111 1.066 ± 0.046 0.70 2.229 ± 0.105 0.961 ± 0.062
1999 2.383 ± 0.104 0.933 ± 0.043 0.70 2.359 ± 0.125 0.950 ± 0.063
2000 2.130 ± 0.101 1.007 ± 0.046 0.74 2.325 ± 0.102 0.963 ± 0.057
2001 2.276 ± 0.102 1.035 ± 0.043 0.70 2.282 ± 0.115 1.023 ± 0.065
2002 2.170 ± 0.109 0.985 ± 0.045 0.73 2.372 ± 0.120 0.955 ± 0.065
2003 2.060 ± 0.100 0.914 ± 0.043 0.68 2.248 ± 0.128 0.964 ± 0.067
2004 2.285 ± 0.109 0.979 ± 0.044 0.74 2.210 ± 0.128 0.985 ± 0.065
2005 2.218 ± 0.108 0.990 ± 0.043 0.72 2.222 ± 0.125 0.962 ± 0.065
2006 2.499 ± 0.107 1.006 ± 0.044 0.77 2.226 ± 0.123 0.962 ± 0.069
2007 2.183 ± 0.103 0.902 ± 0.043 0.78 2.352 ± 0.112 0.953 ± 0.067
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Figure 6. (a) The magnified version of the time-series of the natural AE index of the year 2002 (b) The magnified version of the 
simulated model output time-series, EA of the year 2002.

Figure 7. (a) The log-log plot of the power spectral density (PSD) of the real-time AE index of the year 2002. The β values of the 
series are estimated as βA = −2.170 ± 0.109 and βB = −0.985 ± 0.045 with a spectral break at f0 = 0.050 mHz (5.5 hours). (b) The 
log-log plot of the power spectral density (PSD) simulated model output EA of the year 2002. For the value of KA = 0.73, the β 
values of the series are estimated as βA = −2.372 ± 0.120 and βB = −0.955 ± 0.065 with a spectral break at f0 = 0.050 mHz 
(5.5 hours).
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slopes of the two frequency regions of the 1/fβ power 
spectrum of the natural AE index had long been 
a study of keen interest. (Tsurutani et al. 1990) esti-
mated the values of the slopes as βA = 2.2 and βB = 0.98 
with a breakpoint at f0 = 0.050 mHz (5.5 hours) for the 
hourly average AE data of the period of years 1971– 
1974. (Uritsky and Pudovkin 1998b) found out the 
values as βA = 2.10 and βB = 0.95 with a breakpoint at 
f0 = 0.055 mHz (5 hours) for the hourly average AE 
data of the period of years 1973–1974. (Woodard et al. 
2005) compared all the prominent studies (Tsurutani 
et al. 1990; Consolini et al. 1996; Uritsky and Pudovkin 
1998b; Price and Newman 2001; Watkins 2002) inves-
tigating the slopes of the two spectral regions and 
breakpoint of natural AE fluctuations and concluded 
the values of slopes as βA = 2.4 ± 0.26 and βB 

= 1.0 ± 0.10. It is observed from Table 1 that for 
a particular value of the parameter KA, the β values 
of the simulated series EA are estimated as βA = 2.2–2.4 
and βB = 0.9–1.0 with a spectral break at f0 

= 0.050 mHz (5.5 hours), the typical values associated 
with natural AE index as reported by all these previous 
works.

The parameter KA plays a significant role in esti-
mating the simulated EA series from the total released 
energy. As observed from Table 1, for a particular year 
and a particular value of KA, the β values of the 
simulated output series EA are in the specified ranges 
of the same associated with the natural AE index. For 
the entire 23rd solar cycle, the value of KA is in the 
range of KA = 0.68–0.82. It is observed from the result, 
that the transferred solar wind energy does not dis-
sipate completely through the westward and eastward 
auroral electrojet currents in an instant, rather 
a significant part of it remains present in the iono-
sphere even in the time of the next magnetosphere- 
ionosphere energy transfer. The parameter KA has 
a fractional value. As can be seen in equations (14) 
and (15), KA is denoting the remaining fraction of the 
total accumulated released energy of the previous 
state, reserved in the ionosphere. The excess energy 
transferred from the magnetosphere to the ionosphere 
is then being added up with this base value and forms 
the westward and eastward currents that are the two 
key factors for measuring the AE index.

The magnetosphere-ionosphere energy transfer 
and the stored part of this energy in the ionosphere 
are primarily controlled by the solar wind injection 
into the magnetosphere. Again, the amount of injected 
solar wind energy in the magnetosphere varies with 
the intensity, and duration of solar wind- 
magnetosphere coupling. Also, the solar cycle has 
a significant effect on energy injection. During solar 
storms, there is a large deposit of energy into the 
magnetosphere which changes the normal quiet time 
dynamics of the magneto-ionosphere system. Figure 4 
illustrates such a case of a large amount of solar wind 

injection into the magnetosphere. As shown in 
Figure 4(a), the marked period in the figure is distin-
guished by the continuous injection of a large amount 
of energy dE into the magnetosphere for hours. 
Consequently, the total accumulated energy of the 
lattice, ETotal, gradually starts to pile up in the system, 
altering its state of equilibrium. The value of the num-
ber of unstable states, SUN, also increases indicating 
the instability formation in the lattice. Figure 4(b, c) 
show the plots for ETotal and SUN, respectively. As the 
large values of energy injection continue, ETotal finally 
reaches a critical point and the pile collapses. The 
excess energy is released as a burst of avalanches inside 
the lattice restoring the stability of the system. After 
the successive distribution and redistribution process, 
the excess energy of the lattice is finally transferred 
outside its boundary region representing the magneto-
sphere-ionosphere energy transfer. As seen from 
Figure 4(d), the amount of released energy ER 

increases after a while as a consequence of the con-
tinuous injection of large values of dE in the magneto-
sphere. The released energy in the ionosphere is 
dissipated through the auroral electrojets, the field- 
aligned currents flowing between the nightside mag-
netosphere and nightside ionosphere. But it takes time 
to completely dissipate through the current system in 
the ionosphere and a part of this energy remains 
stored in the ionosphere. The factor KA estimates the 
amount of this stored energy.

As observed from the result, for the entire 23rd solar 
cycle, the value of KA is slightly varying, KA = 0.68– 
0.82. In the model, the parameter KA does not estimate 
the actual value of the stored energy, rather it indicates 
the percentage value of the transferred energy that 
remains stored in the ionosphere. As shown in Table 
1, the value of KA for the year 2002 is KA = 0.73. This 
value indicates, at any current state t, 73% of the 
transferred energy of the previous state (t-1), remains 
stored in the ionosphere. Thus, the transmitted energy 
does not dissipate instantly after each magnetosphere- 
ionosphere energy transfer, rather a substantial per-
centage (73%) of this energy remains reserved in the 
ionosphere during the next magnetosphere- 
ionosphere energy transfer. If the solar wind energy 
injection into the magnetosphere increases at any time 
t, the amount of total released energy in the iono-
sphere also increases for this t. Since KA indicates the 
remaining percentage value of this released energy, the 
actual amount of the reserved energy in the iono-
sphere also increases as an effect of the large solar 
wind injection. Similarly, if the input injection is 
small, the amount of released energy decreases, 
decreasing the actual amount of reserved energy in 
the ionosphere. Thus, the actual amount of the 
reserved energy in the ionosphere varies with the 
variation in the intensity of injected solar wind in the 
magnetosphere and the parameter KA represents its 
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percentage relationship with the total transferred 
energy. For the 23rd cycle, the value of KA ranges 
between KA = 0.68–0.82, indicating that for 
each year, a substantial percentage of the transferred 
energy remains stored in the ionosphere.

4. Conclusions

AE index is a global and instantaneous measure-
ment of the magnetic fluctuations in the Earth’s 
polar region in response to an external perturba-
tion. In this paper, we developed a numerical cel-
lular automata model of Earth’s magnetosphere 
based on the concept of self-organised criticality 
and sandpile dynamics to study the complex 
dynamics of the magnetosphere-ionosphere energy 
transfer process and AE fluctuations. Our model is 
a dissipative, dynamical n × n two-dimensional 
system of finite potential energy and open bound-
ary conditions having the real-time values of solar 
ion density, flow speed, and IMF BZ as the input 
parameters. It is analogical to the Earth’s magneto-
sphere while the upper and lower margins of the 
lattice can be considered as the north and south 
polar cusps of the Earth. The solar wind is a stream 
of energised plasma particles emitted from the 
outer atmosphere of the Sun. As the direction of 
IMF BZ is southward, a strong coupling occurs 
between the solar wind and terrestrial magneto-
sphere injecting a significant amount of solar 
wind energy into the geospace. Gradually, the 
energy piles up and reaches a self-organised critical 
condition after which adding up a small amount of 
energy into the pile can form a spatially localised 
magnetospheric instability. To maintain the equili-
brium, the system redistributes itself and the excess 
energy is released as an outburst of avalanches of 
various sizes in the neighbouring regions. As long 
as there is local instability, the distribution process 
continues and successively spread over throughout 
the system, finally transmitting a large amount of 
energy into the ionosphere through the polar cusps. 
The transferred solar wind energy causes magnetic 
fluctuations in the auroral region and the AE index 
is the global measurement of the intensity of the 
fluctuations. In our proposed cellular automata 
model, the marginal grids of the lattice are equiva-
lent to the polar cusps. The excess energy trans-
ferred through the upper grid of the lattice is 
measured and by some mathematical process 
a simulated time series has been derived which 
can be considered as a numerical representation 
of the real-time AE index.

The spectral response of the simulated output series 
EA follows a 1/fβ power law, demonstrates 
a breakpoint at f0 = 0.050 mHz (5.5 hours) having 
slopes βA = 2.2–2.4 for f > f0 and βB = 0.9–1.0 for 

f < f0, the typical characteristics of natural AE index. It 
is observed that the parameter KA plays a significant 
role in the entire process of forming a proper EA time 
series estimated from the released energy. KA repre-
sents the percentage of the released energy from the 
previous magnetosphere-ionosphere energy transfer, 
which remains stored in the ionosphere. Its value 
varies in a small range of KA = 0.68–0.82 for the eleven 
years of the 23rd solar cycle, indicating a substantial 
percentage of the transferred energy remains reserved 
in the ionosphere for each year.

The excitation threshold ETH is crucial in form-
ing the SOC dynamics of the model. As an unstable 
element release four units of energy, for a small 
value of ETH, the total internal energy of the system 
can achieve zero or negative potential for some of 
the values of t. In contrast, a large value of ETH 

causes the piling up of solar wind energy in the 
system, reducing the rate of energy distribution as 
well as dissipation. The total internal energy of the 
system continues to increase gradually and the sys-
tem takes a much larger time to achieve 
a metastable state and to form the SOC dynamics 
properly. Thus, a moderate value of ETH = 5 is 
optimum for the proposed model.

Overall, it can be concluded that our proposed 
model is a simple first-order avalanche model of 
the Earth’s magnetosphere where the real-time 
solar parameters are the inputs. The model gen-
erates a simulated output series EA which shows 
statistical similarity to the real-time AE index. 
Also, the parameter KA varies over a small range 
of KA = 0.68–0.82 which suggests a high percen-
tage of the transferred solar wind energy remains 
reserved in the ionosphere. In our previous work 
(Banerjee et al. 2015) we presented a SOC-based 
cellular automata model and focused on the nat-
ure of solar wind-magnetosphere energy transfer 
and its subsequent effect in the magnetosphere. In 
continuation of this project, the current work is 
a further refinement of that model to study the 
magnetosphere-ionosphere energy transfer pro-
cess. Future work can be focused to develop 
a composite cellular automata model of the mag-
netosphere to study all the intricate characteristics 
of the solar wind-magnetosphere-ionosphere 
dynamics.
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Abstract The Disturbance storm time (Dst) index is the global estimation of the intensity of the terrestrial geomagnetic activities
as well as the primary indicator of the geomagnetic storm. As the adverse effect of a powerful geomagnetic event has become a
serious threat to modern human society, extracting meaningful information concealed in the complex structures of this time series
can form the ground of a successful prediction algorithm. In this paper, we introduce a new probabilistic model based on the concept
of adaptive delta modulation and optimum state space to analyze, identify and characterize the patterns enfolded in the layers of the
1-h Dst index and then predict Dst data using these patterns. The study reveals some significant insights. The exact dimension M
of the optimum state space for the Dst index is found to be at M � 10. Also, the series is a combination of multiple distinguished
repeating and non-repeating patterns, denoting a high degree of predictability of the Mth data of the series from its previous (M-1)
binary data. Eventually, the simulated output of the probabilistic model exhibits a high value of correlation coefficient with the
real-time Dst index. Interestingly, the technique only requires the Dst index data as an input of the probabilistic model and is found
to be very effective for the entire 24th solar cycle.

1 Introduction

The disturbance storm time (Dst) index is an indication of the geomagnetic activities in the terrestrial magnetosphere and is frequently
used in characterizing the intensity of geomagnetic storms. It is computed based on the average value of the horizontal component of
the Earth’s magnetic field recorded at four different observatories, namely Hermanus (34.40°S, 19.22°E in geographic latitude and
longitude), Kakioka (36.23°N, 140.18°E), Honolulu (21.32°N, 158.02°W), and San Juan (18.01°N, 66.15°W) [1]. These stations
are evenly spaced in longitude and near enough to the magnetic equator to nullify the influence of the auroral effect as much as
possible, again also placed at a significant distance away from the magnetic equator to minimize the influence of the equatorial
electrojet current flowing in the ionosphere [2, 3].

Severe geomagnetic activity poses a potential threat to modern human society as a powerful storm can wreak havoc by collapsing
all the electrical systems in the affected area, including power grids, computer and communication networks, satellite and navigation
systems, military intelligence, and so on. The phenomenon is a sequence of striking the Earth by an intense geomagnetic storm
followed by the entering of a stream of charged plasma particles into the geospace through the solar wind-magnetosphere reconnection
that results in an induction of an electric field in the magnetosphere. As a consequence, voltage differences are generated between
the ground points of the electrical networks that drive a current, namely geomagnetically induced current (GIC), flowing through
the electrical hardware. The value of this GIC can be as high as 100 Ampere which is substantially beyond the specified range of
tolerance of the electrical circuits causing fatal damages to the entire system [4]. Needless to say, our modern human society is
almost entirely dependent on technology based on electrical power more than ever, thus a GIC-triggered catastrophic collapse of the
electrical infrastructure in a large region includes enormous monetary losses, wastages of manpower, and prolonged unavoidable
hazards. As an example, an intense geomagnetic storm on March 13, 1989, caused the entire Hydro Quebec system to get shut down
resulting in more than 6 million customers surviving without electricity for nine hours [4, 5]. In 2003, the Wide Area Augmentation
System (WAAS) operated by the Federal Aviation Administration (FAA) was affected by the Halloween solar storm and collapsed for
approximately 30 h causing serious damages to many satellite systems including the Japanese ADEOS-2 satellite. In the past years,
the Nordic countries along with the USA and Canada had faced unbearable consequences of geomagnetic storms, like the complete
disruption of electric power-grids, hours of blackouts, damages of navigation as well as communication systems, disruption of
satellite hardware and computer networks. In a report by the Oak Ridge National Laboratory, a geomagnetic storm, slightly stronger
than March 1989 one, can result in an enormous blackout in the whole north-eastern area of the USA including a huge $36 billion
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monetary loss in gross domestic product. [4, 6–9]. The perils of these intense geomagnetic storms, that occurred in the European
countries in the last decades, also had been discussed and analyzed in several reports and original studies [10–12].

As there is no successful mechanism to estimate the exact future data from the present resources, a proper probabilistic model
for forecasting the occurrence and intensity of geomagnetic storms is the need of the hour to save society from huge monetary
losses and related hazards. McPherron et al. [13] proposed a probabilistic forecasting method, found to be most applicable for low
to moderate storms during the declining phase of the solar cycle. Chandorkar et al. [14] presented an innovative forecasting method
based on an autoregressive Gaussian process approach. The inputs to the model are previous values of the Dst index, solar wind
speed and IMF BZ. The model generates a One Step Ahead prediction of the Dst index, requiring a small set of data for the training
and validation. Xu et al. [15] studied the prediction of the Dst index using the Bagging ensemble-learning algorithm, which is a
combination of an artificial neural network, support vector regression, and a long short-term memory network. They presented a
model which takes several solar wind parameters like interplanetary total magnetic field, total electric field, IMF BZ, solar wind speed,
plasma temperature and proton pressure as inputs and forecasts Dst index values 1–6 h in advance. Boynton et al. [16] developed a
mathematical model based on NARMAX algorithm to study the dynamics of the Dst index. A solar wind-magnetosphere coupling
function is used as the input to the model. The model shows a high forecasting ability of the occurrence, duration and intensity of
the geomagnetic storm. A probabilistic algorithm combining Long Short-Term Memory recurrent neural network with Gaussian
Process model was developed by Gruet et al.[17]. The model predicts the Dst index 6-h ahead with a correlation coefficient higher
than 0.873 and root mean square error lower than 9.86. Wei et al. [18] constructed an effective forecasting algorithm for the Dst
index using the multiresolution B spline wavelet decompositions which takes VBs and the solar wind parameter as inputs. Zhu et al.
[19] developed a multi-input–single-output discrete-time model based on the NARMAX algorithm which forecasts the dynamics of
the Dst index better than the single-input NARMAX models. Also, a comparative study of the Dst forecast models for the intense
geomagnetic storm was presented by Ji et al. [20]. In this work, six Dst forecast models are compared during intense geomagnetic
storms. The models are Burton et al.[21], Boynton et al. [16], Fenrich and Luhmann [22], O’Brien and Mcpherron [23], Temerin
and Li [24, 25] Wang et al. [26]. The input data to the model are solar wind parameters. The study concluded that the Temerin and
Li model is the best one for predicting geomagnetic storms having values − 100 nT≤Dst≤ − 200 nT. It is also better than the other
models in terms of various parameters and interplanetary structures.

All these models are highly effective as prediction tools for the Dst index but are controlled by several factors and most importantly,
take more than one input parameter for proper forecasting. In the current study, we propose a new and alternative method to predict
the Dst index based on the concept of pattern recognition. The proposed probabilistic model has several features which distinguish
it from the previous studies. A detailed database of different patterns is formed from the real-time data of an entire solar cycle to be
used in the processing unit of the model. Also, the model needs only the previous values of the real-time Dst index to predict the
future value and no other data of geomagnetic indices or solar wind parameters are required for this method. Both the mean absolute
error and root-mean-square error are significantly small. Moreover, the primary algorithm of the model ensures minimum loss of
information in analyzing the time series.

For several past years, pattern recognition became a widely used technique to study and analyze the existing regularities in an
otherwise complex time series. A significant number of research works have been devoted to study the geomagnetic disturbances
based on this method [27–31].

To find some specific patterns repeating themselves in a complex time series like the Dst index can lead us to a method of
prediction of future data of the series from a previous set of data as well as some significant revelations of its underlying structure.
In our previous works, we inspected the dynamical nature of the Dst index and in general geomagnetic storms [32–34]. We analyzed
the Dst index using an innovative graphical method, namely visibility algorithm and observed the series can be categorized as a
fractional Brownian motion having long-range correlation [32]. In the next study, we developed a cellular automata model of the
terrestrial magnetosphere based on the concept of self-organized criticality and sandpile dynamics. Real-time solar wind parameters
and IMF BZ data are the input to the model. The spectral response of the simulated output shows statistical similarity with that of the
natural Dst index. The integral dynamics of geomagnetic disturbances is observed as a self-organized critical behavior of a perturbed
system resulting in avalanche formations [33]. We refined the model further by introducing a new solar wind-magnetosphere coupling
function to the model. The analysis reveals that the solar activities had a direct influence over the solar wind-magnetosphere coupling.
Also, a substantial time delay is observed between the initial injection of solar wind into the magnetosphere and its consequent
effect on the Earth’s magnetic field [34]. All these studies make us realize that the Dst index has a complex and intricate structure,
resulting from various underlying physical mechanisms, thus unpredictable in conventional methods. Identifying and characterizing
the repetitive patterns hidden in the structure of the Dst index may lead us to a successful prediction algorithm. In the current paper,
we continue our study of geomagnetic disturbances and propose a probabilistic model of the Dst index based on delta modulation,
optimum state space (OSS) reconstruction, and pattern recognition.

Delta modulation is a simple one-bit special case of digital pulse code modulation technique. Adaptive delta modulation is a
refined version of the linear delta modulation where the step size is not fixed. Numerous studies have been presented in the past years
to delta modulate an analog or continuous data series to minimize the quantization error as well as to maximize the accuracy of the
modulation [35–42]. Patterns, extracted from an analog signal, do not show scale-free or scale-invariant behaviors. To construct a
scale-free pattern, the analog signal needs to be converted into a binary string. Delta modulation is such a technique, generally used
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for analog to digital conversion. As our current study is mainly based on identifying the patterns of the Dst index, delta modulation
is used to convert the time series into its binary form to extract scale-free patterns hidden in its layers.

The time series prediction can be considered as a pattern recognition problem by forecasting the future data from the previous
patterns. For this, the optimum dimension of the phase space must be evaluated [43, 44]. Conventionally, there are three distinct
methods available for optimum state space reconstruction, discussed as follows:

(1) Singular value analysis: In this method, the covariance matrix associated with the time series is estimated and the related
eigenvalues are calculated. The presence of high-dimensional noise in the time series constructs the floor of the eigenvalue
spectrum. The value of the optimum state space can be determined from that spectrum. The calculations used in this method
are simple though have some difficulties during the analysis of the outcome. It fails to differentiate between two dynamical
systems having nearly similar Fourier spectrums. Also, the method has a strong dependence on the notion of the noise floor,
thus inapplicable for colored noise [44].

(2) False neighborhood: A false neighbor is a point having a minimum distance from the input point, where the input space
dimension is smaller than the optimum space dimension. By increasing the distance between them by a scale factor, eventually,
the number of false neighbors leads to zero and the optimum dimension can be reached. This method is also simple but has
disadvantages too. Firstly, it is difficult to determine the exact value of the scale factor or criteria to identify a false neighbor.
Secondly, for oversampled data, the points close in time but distant in space can wrongly be considered as true neighbors.
Thirdly, if the embedding dimension becomes less than optimum, the distance between the neighbors remains unchanged for
the points outside the attractor. Finally, the method requires a large number of data [44].

(3) Saturation of attractor properties: In a dynamical system, an attractor is a set of states toward which a system tends to evolve.
This analysis is based on the concept of unfolding the attractor by a large dimension. As the optimum dimension has been
reached, the attractor properties dependent on the distance of the points in the phase space become independent of the embedding
dimension. The method needs a large set of data to properly estimate the optimum dimension, which is its only disadvantage
[44].

Previously, Chatterjee [44] established a probabilistic model based on the artificial neural network (ANN) to predict the 10.7 cm
radio flux in advance. In that paper, Chatterjee coined a modified technique to reconstruct the optimum state space by a variation
of this method based on entropy and information. In the modified method, an algorithm is developed to determine the optimum
dimension of state space by estimating the metric entropy of the time series. The most advantageous point of this analysis is that it
ensures minimum loss of information to reconstruct the optimum state space. As the value of the optimum dimension of the state
space is determined, the prediction time can be calculated by using this value in a mathematical relation. Then the value of the
prediction time is used in the ANN probabilistic model to generate output data by feeding the model a set of previous data. It was
observed that the model predicts 10.7 cm radio flux quite accurately in 1 day in advance and the methodology is suitable to predict
any time-series influenced by solar parameters. Since the Dst index is such a geomagnetic time-series, we consider this technique
of optimum space reconstruction to be fruitful enough for our present work. In our study, we follow the algorithm of optimum state
space reconstruction presented by Chatterjee [44], then instead of developing an ANN model as Chatterjee [44], we establish a novel
technique of predicting the Dst index based on pattern recognition.

2 Method

The proposed prediction algorithm in the current work follows the steps: (1) Conversion of the Dst index time-series to an n-bit
binary string using an adaptive delta modulation technique, (2) Formation of a set of pattern by taking m consecutive bits from the
binary string where the value of m ranges from 1 to n-1, (3) Recording of the number of occurrence of each pattern in the binary
string by applying the sliding window protocol, (4) Determination of the optimum value of the state space ‘M’ from the recorded
data by calculating the correlation sum, (5) To find out all the M-bit patterns from the binary string including their number of
occurrences, (6) Calculation of the probability of the least significant binary bit D0 being ‘1’ or ‘0’ in a M-bit pattern after a specific
combination of the rest of the bits DM-1…D2D1, (7) Formation of a general database for all the M-bit patterns of the 11-year solar
cycle, consisting of 2 M−1 number of patterns including the probability of occurrence of the least significant bit that calculated in
the previous step, (8) Establishing a probabilistic prediction model by using this general database and a demodulation algorithm,
where the model takes (M-1) consecutive real-time data in the input to generate the future value of the Mth data, (9) Comparison of
the probabilistic model output with the real-time Dst index after a suitable number of iterations. The acceptability of the model is
verified by calculating the correlation coefficient between the model output and the real-time Dst index series.

2.1 Converting the Dst index time series into a binary string using the delta modulation technique

Delta modulation technique can be regarded as a 1-bit differential pulse code modulation (DPCM) scheme. A reference signal is
initiated, the input signal is sampled, and then by comparing the reference signal with the input signal, the increase or decrease in
relative amplitude is determined. If the input signal has a higher amplitude than the reference signal, the value of the output is set
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to ‘1’ and the reference signal is increased by a predefined step size Δ. If the input signal has a lower amplitude than the reference
signal, the value of the output is ‘0’ and the reference signal is decreased by Δ. In both cases, the Δ is a multivalued predefined
variable and not the exact difference between the input and the reference signal. In this way, the difference value of the amplitudes
is quantized in only two levels, corresponding to the positive or negative differences, whereas a no-change condition causes the
modulated signal to remain at the same state of the previous sample. The output signal is a 1-bit binary data series that contains only
the change in information.

Delta modulation with limited adaptivity technique is a modified version of the classic delta modulation. Application of this
technique on a Dst index time series converts the series to a 1-bit binary string. Let Xi(t) is the input Dst index series having n
number of data, where t � 1, 2, 3, …, n. At first, a second series, Xr(t) known as the reference signal is computed from Xi(t). The
first three values of Xr(t) are the same as Xi(t), i.e.,

Xr (t) � Xi (t) for t � 1 to 3 (1)

For t > 3, to compute Xr(t) in general, the term Xr(t-1) is compared with the term Xi(t) to check if there is an increment or
decrement in the values. Here, If Xi(t) >Xr(t-1), there is an increment and a factor ΔI is added to the term Xr(t-1) to determine the
value of Xr(t). If Xi(t) <Xr(t-1), there is a decrement and a factor ΔD is subtracted from the term Xr(t-1) to determine the value of
Xr(t). The factor Δ is called the step size of the reference signal as it continues to track the change in values between two consecutive
steps. Mathematically, for t � 4 to n,

Xr (t) � Xr (t − 1) + �I when Xi (t) > Xr (t − 1) (2)

and

Xr (t) � Xr (t − 1)−�D when Xi (t) < Xr (t − 1) (3)

where

�I � KI × σD × 2d for 0 ≤ d ≤ 2 (4)

and

�D � KD × σD × 2d for 0 ≤ d ≤ 2 (5)

here KI and KD are two constants and σD is the standard deviation of the absolute differential values of the input series Xi(t) and is
calculated as:

σD �
√
√
√
√

1

(n − 1)

(n−1)
∑

t�1

[|Xi (t) − Xi (t + 1)| − XD
]2

(6)

where

−
XD� 1

(n − 1)

(n−1)
∑

t�1

|Xi (t)−Xi (t+1)| (7)

In Eqs. 4 and 5, the value of d is limited to only three values, 0, 1, and 2, explaining the name of the technique as ‘delta modulation
with limited adaptivity.’ If the increment (decrement) between the two terms, Xi(t) and Xr(t-1) continues for three consecutive steps,
the value of d becomes 0,1, and 2 for the first, second, and third step, respectively. But, if the fourth consecutive step also shows an
increment (decrement), the value of d is still 2 and remains so for any further consecutive increments (decrements). Whenever there
is a decrement (increment) in the next step, the value of d is reset to 0.

As the reference signal Xr(t) has been formed, the output series Ydm(t) is computed using the equations.:

Ydm(t) � 1 for Xr (t + 1) ≥ Xr (t) (8)

and

Ydm(t) � 0 for Xr (t + 1) < Xr (t) (9)

Thus, Ydm(t) becomes the delta-modulated 1-bit binary string output having (n-1) number of terms.
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2.2 Finding the number of occurrences of a pattern by sliding window technique

In this step, an m-bit data string or pattern is formed from the series Ydm(t) by taking m number of consecutive bits, starting from
the 1st bit of the series. As there are at least two points are required to construct a two-dimensional pattern and also the length
of the series Ydm(t) is (n—1), the value of m is in the range of 2 to (n – 2). Then by the sliding window technique, for m � 2 to
(n—2), the number of occurrences of all possible 2 m patterns in the series Ydm(t) is determined. For example, for m � 2 the series
Ydm(t) is scanned with the patterns 00, 01, 10, and 11. The method is repeated for all considerable values from m � 2 onward and is
stored carefully. A database is formed for different values of m and each of them contains a 2 m number of patterns including their
respective number of occurrences in the series Ydm(t).

2.3 Determination of the optimum state space

A state space is a multi-dimensional space of all possible configurations of a system. It is a useful abstraction for reasoning about the
behavior of a given system and applies to all types of systems like single input single output systems, multiple inputs and multiple
outputs systems, linear and nonlinear systems, time-varying, and time-invariant systems. The state in the state-space analysis refers
to the smallest set of variables whose knowledge at the initial time together with the knowledge of input for the successive future
time gives the complete knowledge of the behavior of the system at any time t. The state variables in the state space analysis are the
smallest set of variables that help us to determine the state of a dynamical system.

When the state space is continuous it is often a smooth manifold. In this case, it is called the phase space. A phase space can also
be infinite-dimensional. A dynamical system consists of abstract phase space or state space, whose coordinates describe the state
at any instant, and a dynamical rule that specifies the immediate future of all state variables, given only the present values of those
same state variables. Mathematically, a dynamical system is described by an initial value problem. The implication is that there is
a notion of time and that a state at one time evolves to a state or possibly a collection of states at a later time. Thus, states can be
ordered by time, and time can be thought of as a single quantity.

A dynamical system is deterministic if there is a unique consequence to every state or it is stochastic where there is a probability
distribution of possible consequents. It can be discrete or continuous time. The Discrete-time system has its states evaluated only
after certain discrete intervals. It is a combination of a state space, a set of time, and a set of evolution rules. A dynamical system
can be considered as a model describing the temporal evolution of a process. The evolution rule provides a prediction of the next
state or states that follow from the current state space value. The rule is deterministic if each state has a unique consequence, and
is stochastic if there is more than one possible consequent for a given state. A stochastic evolution with discrete time but continuous
phase space is an iterated function system. In this case, there is a collection of functions f α indexed by parameters α. The evolution
is random with the next state st+1 � f α(st) where α is selected from a probability distribution.

Now, to understand the dynamics of a stochastic discrete time series, the development of the evaluation rules are required. To
develop such a set of rules, the entire series is divided into many m-dimensional hyperspaces and each of them is assigned a state
variable that carries some pieces of information. Then the rules are created based on the dimension along with the information
extracted from those state variables. As the hyperspace can be considered of any dimension, the developed rules will be different for
their increment in dimension resulting in a rapid variance in the evaluation process. Each hyperspace holds a piece of information
that may be meaningful or meaningless depending upon the value of their dimension. Needless to say, the meaningless information
can only lead us to unnecessary complexity to develop the evaluation rules that can ruin the dynamics of the system. To overcome
this problem, a set of meaningful rules having finite dimensions and appropriate information are required to analyze such a stochastic
evaluation process. That is called the reconstruction of the optimum state space.

In the 2001 paper, Chatterjee [44] discussed the reconstruction of the optimum state space in detail and opted for the method
namely ‘saturation of attractor properties.’ In a dynamical system, an attractor is a set toward which a variable evolves over time
i.e., points close to the attractor remain nearby despite slight disturbance. The attractor is a region in n-dimensional space. It can
be a point, a finite set of points, a curve, a manifold, or even a complicated set with a fractal structure. The method, ‘saturation of
attractor properties,’ unfolds the attractor by a large dimension. In this method, when the optimum dimension has been reached, the
attractor properties dependent on the distance of the points in the phase space become independent of the embedding dimension.
The only limitation of this method is the requirement of a large set of data to properly estimate the optimum dimension. Since we
are using a dataset that is large enough and the method ensures minimum loss of information to reconstruct the optimum state space,
it is considered the most suitable one for our analysis. The method is described as follows:

Consider a dynamic system that is represented by a time series of XT , X2T , …., XNT where N is the number of the observational
values and T is the time interval. The state of the system is located in an m-dimensional hyperspace by a point having the coordinates
XT , X2T ,.…, XmT . The state at t � t + 1 is denoted by X2T , X3T ,.…, X(m+1)T , and so on, whereas the position vectors of each point
are X1, X2,.…, XN . The trajectory of the system is the connecting line of all these points in order and the attractor is the region
where the trajectory repeatedly returns. Now, by choosing a large enough dimension, the attractor can be unfolded properly. If the
necessary mth dimension has been attained, all the properties of the attractor which are dependent on the distance of points in the
phase space become independent of the value of the embedding dimension and no more information will be available beyond that
dimension [45]. In this case, the data are a 1-bit binary string, and also no further sampling is required as the series is discrete with
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some specific resolution. Now, considering the initial state is known with precision r, we are calculating the correlation sum that
consists of centring the hypersphere on a point in phase space, letting the radius of the hypersphere grow until all points are enclosed
[46]. The correlation sum C(r, m, N) is a function of the Hamming distance r, dimension m, and a total number of data N and is
expressed as:

C(r,m, N ) � 1

2m−1

N
∑

j�1

G j (r ) (10)

To calculate C(r, m, N), the value for all the points lying within the range of r from a point is taken into account. The Hamming
distance r is a metric for comparing two binary data strings of equal length or more specifically, it is the distance between two binary
strings. In our case, we have taken a binary set of consecutive patterns having dimension m and Hamming distance r � 1 i.e., the
minimum Hamming distance is considered for the analysis. Also, the bit sequence of the two patterns in the set is exactly similar
from Dm to D1 except for the only difference in the least significant bit D0 (LSB) to retain the r � 1. If the number of occurrences
of the pattern having D0 � 0 is O0 and D0 � 1 is O1, the expectation, Gj(r), of D0 to be appeared as ‘1’ over ‘0’ is:

G j (r) �
[

O1

O0 + O1
− 0.5

]2

(11)

In this way, the expectationsGj(r) are calculated for all sets of patterns in the database obtained from the sliding window technique.
Thus, the optimum state space can be estimated from each yearly time series by calculating C(r, m, N) for different values of

dimension m. A graph of the generalized correlation sum C(r, m, N) is plotted against the increasing value of m. At a particular point
of m � M, where the slope of the plot becomes opposite in direction, the optimum state space is achieved beyond which no further
information is available. Though the concept is generally associated with thermodynamics, in information theory it is defined as the
amount of information required to locate the system in a specified state [47].

2.4 Finding M-bit patterns

As the optimum dimension M is estimated, the next part of the work is to find all the distinguished M-bit patterns from the binary
string Ydm(t). A maximum of 2 M patterns can be found. The patterns and their number of occurrences in the string Ydm(t) are
recorded to form a complete general database considering the entire 23rd Solar cycle.

2.5 Probability calculation

Let us denote an M-bit pattern as DM-1…D1D0. A study of the database can determine the probability of the LSB D0 to be ‘1’ or
‘0’ after a specific combination of the rest of the bits DM-1…D2D1. For example, consider an optimum dimension M � 4, where
a specific set of a pattern has unit Hamming distance at LSB. Say, the set contains two consecutive binary patterns that are 0000
and 0001 having the number of occurrences 40 and 60, respectively. Thus, for the combination D3D2D1 � 000, the probability of
occurrence P(D0 � 0) is 0.4 and P(D0 � 1) is 0.6. Mathematically, the probability

P(D0 � 0) � O0

O0 + O1
(12)

and

P(D0 � 1) � O1

O0 + O1
(13)

where the number of occurrences of the pattern having D0 � 0 is O0 and D0 � 1 is O1.
In this fashion, the entire general database ofM-bit patterns associated with the binary string Ydm(t) is analyzed and the probability

of occurrence P(D0 � 0) and P(D0 � 1) for all the combinations of DM-1…D2D1 are determined and stored. Now, the application
of this general database can estimate the Mth value of any real-time series from its previous (M-1) data.

2.6 Prediction model

The model is based on the general database. The input to the model is a real-time Dst index series, Xi(t). The model requires (M-1)
consecutive data of the input series to predict the Mth data. As the model receives the first (M-1) number of input data, i.e., the values
of Xi(t) for t � 1 to (M-1), it converts the (M-1) input data series into a binary string DM-1…D2D1, using the delta modulation
method discussed in 2.1. The probability of occurrence P(D0 � 0) or P(D0 � 1) for this particular combination DM-1…D2D1 is
found from the database of patterns. The value of D0 is determined according to the value of P. D0 is either ‘1’ or ‘0’. The final
output YDst(t) is determined by demodulating the value of D0 in its analog form using the following eqs. In the case of D0 � 0,

YDst(t) � Xi (t − 1) − KD × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 1
d � 1 when DM−2 � 1 and DM−1 � 0
d � 2 when DM−2 � 0 and DM−1 � 0

(14)
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and in the case of D0 � 1

YDst(t) � Xi (t − 1) + KI × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 0
d � 1 when DM−2 � 1 and DM−1 � 1
d � 2 when DM−2 � 0 and DM−1 � 1

(15)

where φ � don’t care condition i.e., either 0 or 1, the values of KI and KD are prefixed, and the standard deviation of the absolute
differential values of the input series is σD which is considered as unity for estimating the data of the 24th solar cycle. The first
output data of the model are generated at t � M using the values of the input Xi(t) for t � 1 to (M-1). In the next step, again
(M-1) consecutive input data, i.e., values of Xi(t), for t � 2 to M, are required to produce the output at t � M + 1. In this way, the
model generates every M th data from the previous (M-1) data and continues to do so for all the next t values, generating a simulated
output series, namely YDst(t). To verify the effectiveness of the model, the model output YDst(t) is compared with the real-time Dst
index series Xi(t) and the associated correlation coefficient Cc, the mean absolute error Ema and the root-mean-square error Erms

are determined. The following eqs. are used to calculate the said three quantities:

Cc � Cov[Xi(t), YDst(t)]√
Var[Xi(t)], Var[YDst(t)]

(16)

Ema � 1

n

n
∑

t�1

|Xi(t) - YDst(t)| (17)

Erms =

√
∑n

t�1 [Xi(t) − YDst(t)]2

n
(18)

3 Data source

Here we used the hourly averaged Dst data from the year 1997 to the year 2018 as extracted from NASA/GSFC’s OMNI data set
through OMNIWeb. The OMNI data were obtained from the GSFC/SPDF OMNIWeb interface at http://omniweb.gsfc.nasa.gov
[48].

4 Results and discussion

Every solar cycle has it’s rising, maximum, declining, and minimum phases. Also, the geomagnetic storm can be classified into
several categories, namely weak, moderate, strong, severe, and great storm. The Dst index belongs to the different categories are
usually analyzed and studied separately. But, in our case, the model has been analyzed using the real-time Dst index data of each
year of the 23rd solar cycle, i.e,. from the year 1997 to 2007, that includes all the phases of the solar cycle and are not segregated
between the different storm period. Initially, the input Dst index series Xi(t) is converted to a 1-bit binary string Ydm(t) using the
delta modulation technique discussed in the method sect. While analyzing the nature of the Dst index, it is found that the rising and
the falling properties of the index series are different. The rising of the series is much slower compared to the falling. So, KI and KD

are two different constants assigned corresponding to the increment and decrement phenomenon and estimated experimentally to
their best suitable values. Now, the 1-bit binary string Ydm(t) is demodulated as Yddm(t)to test the accuracy of modulation. For every
year of the entire 23rd solar cycle, the correlation coefficients are calculated between the original series Xi(t) and the demodulated
series Yddm(t) and considered as the accuracy of modulation. The value of KI and KD are calculated as KI � 0.54 and KD � 1.30
to achieve the highest accuracy of modulation i.e., 92% ~ 97% in our case.

Once the binary string Ydm(t) is obtained, all the possible patterns are determined using the sliding window technique. Now,
the smallest binary pattern can be constructed using at least two successive data points. Thus, the correlation sum C(r, m, N) is
calculated starting from m � 2. By increasing the dimension m gradually, the C(r, m, N) gained the highest value. Upon further
increment, the corresponding value started decreasing and at m � 16, the value of the C(r, m, N) became sufficiently small to expect
any increment thereafter. The decrement of the correlation sum indicates the inadequacy of any new information The process is
executed for all eleven years of the 23rd Solar cycle to get a general database of patterns for m � 2 to 16. Table 1 shows the values
of the embedded dimension vs correlation sum for the 1-h Dst index, respectively, for the range of the years 1997–2007.

The correlation sumC(r,m,N) is calculated considering the probability of occurrences of each pattern i.e., their actual contribution
in the data series. The nature of patterns present in each year is different along with their number of occurrences. A significant number
of common patterns are observed throughout the entire cycle, whereas a small number of distinguished patterns occur only once.
As a result, the degree of predictability varies for each year, hence the difference in yearly maximum correlation sum. Figure 1 is
the graphical representation of the plots for embedded dimension m versus mean value of the correlation sum of 11 years associated
with the 1-h Dst index series. As seen in Fig. 1, for the Dst index, the optimum state space is achieved for dimension M � 10. It
signifies that the hourly Dst index series has the highest substantial correlated information up to 10 h and no more new information
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Table 1 The year-wise correlation
sum C(r, m, N) is plotted for
increasing value of dimension
m for 1-h Dst index for the entire
23rd solar cycle

Dimension Year

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

2 0.0158 0.0038 0.0040 0.0046 0.0058 0.0041 0.0043 0.0045 0.0047 0.0037 0.0037

3 0.0355 0.0188 0.0213 0.0245 0.0253 0.0192 0.0231 0.0234 0.0257 0.0192 0.0173

4 0.0443 0.0486 0.0539 0.0584 0.0613 0.0461 0.0601 0.0579 0.0645 0.0493 0.0468

5 0.0496 0.0506 0.0587 0.0633 0.0681 0.0478 0.0611 0.0625 0.0676 0.0531 0.0502

6 0.0539 0.0545 0.0610 0.0699 0.0681 0.0503 0.0706 0.0706 0.0686 0.0585 0.0544

7 0.0614 0.0591 0.0659 0.0703 0.0744 0.0545 0.0800 0.0786 0.0737 0.0619 0.0576

8 0.0713 0.0635 0.0821 0.0918 0.0927 0.0629 0.0879 0.0916 0.0870 0.0815 0.0731

9 0.0938 0.0838 0.0891 0.0956 0.1001 0.0850 0.0955 0.0957 0.1081 0.0906 0.0870

10 0.1003 0.0979 0.0871 0.0950 0.1002 0.0905 0.0989 0.0996 0.1025 0.0952 0.0961

11 0.0965 0.0940 0.0898 0.0987 0.0950 0.0940 0.0960 0.0919 0.0957 0.0942 0.0941

12 0.0861 0.0892 0.0837 0.0875 0.0827 0.0873 0.0833 0.0805 0.0852 0.0845 0.0882

13 0.0740 0.0767 0.0723 0.0713 0.0673 0.0773 0.0695 0.0674 0.0691 0.0727 0.0767

14 0.0608 0.0611 0.0571 0.0549 0.0521 0.0619 0.0534 0.0526 0.0519 0.0592 0.0611

15 0.0450 0.0449 0.0418 0.0392 0.0371 0.0454 0.0384 0.0383 0.0368 0.0438 0.0448

16 0.0304 0.0307 0.0285 0.0261 0.0246 0.0312 0.0261 0.0263 0.0243 0.0298 0.0308

Fig. 1 The 11 years mean values
of the correlation sums C(r, m, N)
are plotted against dimension
m for the 1-h Dst index series
considering the 23rd solar cycle

can be retrieved from the series beyond that limit. Thus, resting on the current data point i.e., 9th data point and using the last 8 data
points corresponding to the last 8 h, the 10th data point or one-hour advanced data can be estimated using those patterns.

Concerning that estimation, all the 10-bit distinguished patterns for the series Ydm(t) are identified and stored. The highest possible
combinations of binary string for Dst index are 1024 (as 2 M � 1024, where M � 10). For the series, all the possible combinations of
binary strings are added sequentially for 11 years to consider every single occurred pattern. Figure 2 illustrates the binomial degree
distribution of the number of occurrences of the patterns for M � 10 for the hourly Dst index series, which indicates the presence
and absence of the entire set of patterns for the 23rd solar cycle.

The demodulated waveforms of some scale-free and periodically occurred patterns are shown in Fig. 3 where the relative
amplitudes are plotted in the y-axis. The pattern corresponding to Fig. 3a is the most common and occurred more than 1500 times.
Figure 3b, c, and d are chosen randomly from the range of occurrence between 1500 and 1000, 1000 and 500, and 500 and 100,
respectively. Studying the database, the probability P(D0 � 0) and P(D0 � 1) for all these patterns are also estimated and included
in the database.

As the general database had been formed, the next step is to study the prediction model of the Dst index discussed in Sect. 2.6
based on this database. The prediction model is analyzed for all the years of the 24th solar cycle, i.e., for the years 2008–2018 using
the general database derived from the data of the previous 23rd solar cycle.

The value of M � 10, which means nine previous consecutive bits are required to generate the 10th data. Thus, the input to the
prediction model is any set of nine consecutive values of the real-time Dst index Xi(t) to generate the predicted output YDst(t) for the
next t. As there is a probability factor in estimating the output YDst(t), the model is simulated for numerous iterations, Ir � 1 to 250.
After each iteration, YDst(t) is compared with the real-time series Xi(t) and the associated correlation coefficient is estimated. Table
2 shows the value of the correlation coefficients Cc, mean absolute error Ema, and root-mean-square error Erms between the original
Dst index Xi(t) and the predicted model output YDst(t) after 250 iterations for the entire 24th solar cycle. Figure 4 demonstrates
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Fig. 2 The Binomial degree distribution of the number of occurrences of the patterns is plotted for dimension M � 10 for 1-h Dst index series for the entire
23rd solar cycle. The decimal equivalents of the binary patterns or words are plotted sequentially on the x-axis

Fig. 3 The demodulated
waveform of four periodically
occurred patterns are shown where
the corresponding binary
sequences are a 0111001110,
b 1100111011, c 1001110110,
and d 1110010011. The number
of their occurrences are 1509,
1000, 671, and 174

the correlation coefficients between Xi(t) and YDst(t) for an increasing value of the number of iterations Ir � 1 to 250, for the year
2016. The plot shows that the model becomes stabilized at Ir � 250 quite well.

It is observed from Table 2, that the correlation coefficients between the original Dst index Xi(t) and the model output YDst(t)
are greater than 90% for each of the years of the 24th solar cycle, establishing the acceptability of the probabilistic model. Also,
the associated values of mean absolute error and root-mean-square error are sufficiently small. The result indicates that the model
can predict the Dst index data one hour in advance taking only the previous nine consecutive real-time Dst values as input. For a
comparative study, the original Dst indexXi(t) and the model output YDst(t) for the year 2016 are shown in Fig. 5a and b, respectively.
Also, for detailed observation, the two series consisting of 5 days of data ranging between 3 May and 7 May of the same year is
plotted in Fig. 5c for the same year.

The entire analysis reveals some prominent features about the probabilistic model and the overall method. A yearly continuous
dataset of the real-time Dst index for each of the eleven years of the 23rd solar cycle is considered here to construct the pattern
database. No segregation is made in the Dst dataset based on the phase of the solar cycle or the intensity of the geomagnetic storm.
Thus, the model is applicable for the Dst index at any period, be it a quiet time or an intense storm. Then the delta modulation
converts the analog Dst index series into a 1-bit binary string. Patterns, extracted from an analog signal, do not show scale-free or
scale-invariant behaviors. But as the signal is transformed into a binary string in this method, the identified patterns are scale-free.
The scale-invariance properties of the identified patterns are much useful to find any similar pattern of variable amplitude, which
aids to construct the database consisting of all the patterns hidden in the structure of the Dst index series. Also, the optimum state
space is reconstructed to identify the length of the optimum information in the hyperspace of the Dst index series. As observed
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Fig. 4 The value of the correlation coefficients between the original Dst index Xi(t) and the predicted model output YDst (t) is plotted against the number of
iterations performed for the year 2016

Table 2 shows the value of the
correlation coefficients Cc, mean
absolute error Ema, and
root-mean-square error Erms
between the original Dst index
Xi(t) and the predicted model
output YDst (t) after 250 iterations
of the 24th solar cycle

Year Correlation coefficient Cc Mean absolute error Ema Root-mean-square error Erms

2008 0.9488 2.6275 3.5234

2009 0.9285 2.4877 3.3017

2010 0.9542 2.7175 3.6655

2011 0.9595 2.9842 4.3502

2012 0.9757 3.1861 4.5221

2013 0.9683 2.9979 4.2113

2014 0.9636 3.1088 4.2498

2015 0.9725 3.5395 5.1543

2016 0.9615 3.1705 4.3541

2017 0.9611 3.1973 4.4571

2018 0.9570 2.8031 3.7861

from the result, no extra information can be retrieved from the series beyond the dimension M � 10, it is the optimum value of
the state space. The saturation of attractor properties, used here to reconstruct the optimum state space, ensures minimum loss of
information while estimating the optimum value. It is one of the key features of this method. Moreover, the model has a minimum
dependency on external factors. A future Dst index value can be estimated only by using a finite set of previous Dst values and the
pattern database as the input to the model. No other solar wind parameters or interplanetary magnetic field data are required. In the
current analysis, the pattern database is constructed using the hourly real-time Dst index of the 23rd solar cycle. Using this database
and nine previous values of Dst data, the model can predict the tenth Dst value in one hour advance for the entire 24th solar cycle,
with a correlation coefficient up to 97.57%. Further, the maximum mean absolute error and root-mean-square error are found to be
sufficiently small, 3.5395 and 5.1543, respectively.

5 Conclusion

The Dst index is a measurement of the geomagnetic activities on Earth and is widely used to indicate the intensity and occurrence
of geomagnetic storms. Identifying significant patterns enfolded in the hidden layers and extracting substantial information from
the inherent structures can be extremely rewarding in developing a successful forecasting algorithm. Moreover, an insight into the
complex physical structure of this natural time series explains a lot of its characteristic features and dynamical behaviors. In this
paper, we introduce a new method to predict the Dst index based on the concept of pattern recognition and optimum state space
reconstruction. The analysis is a composite one; first to identify and characterize the significant patterns hidden in the structures of the
1-h Dst index series and then, development of a probabilistic model based on these patterns to forecast Dst data long before its actual
occurrence. The algorithm includes adaptive delta modulation to convert the series into a binary string, the reconstruction of the
optimum state space, construction of a database containing the probability of occurrence of the pattern, and finally, the development
of a probabilistic predictive model to estimate the future data in one hour advance. The model has two inputs, the first one is the
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Fig. 5 a The original 1-h Dst index Xi(t) for the year 2016, b the model output YDst (t) for the same year, and (c) a comparative of the two series consisting
of 5 days of data ranged between 3 May 2016 and 7 May 2016

database of the pattern created using the data of the entire 23rd solar cycle, and the second one is any set of nine consecutive data of
the real-time Dst index of the 24th solar cycle to predict the 10th value. The predicted output is compared with each yearly data of
the 24th solar cycle based on three parameters namely correlation coefficient, mean absolute error, and root-mean-square error for
the statistical validation of the model. It has been observed that the values of the correlation coefficients between the real-time and
predicted series are more than 90% for each of the years whereas the associated values of mean absolute error and root-mean-square
error are significantly small. These results established the predictive performance of the model quite in a good way, using the database
formed from the data of the 23rd solar cycle to predict the data of the next 24th solar cycle. Also, the model needs only the previous
values of the real-time Dst index to predict the future value in one hour advance and no other data of geomagnetic indices or solar
wind parameters are required for this method. One hour is sufficient to activate any controlling system to temporarily shut down the
electrical hardware or power grids to save them from the perils of the coming storm. Moreover, the model takes a moderate number
of iterations to be stabilized making a much lower computational time. Again, the study also revealed that the underlying physical
structure of the Dst index is a complex composition of numerous distinguished patterns, occurring through the series in various
frequencies. Some common patterns repeat through the entire solar cycle numerous times, whereas some are not. A small number
of distinguished patterns occurs only once. As a result, the degree of predictability, as well as the maximum correlation sum, varies

123



  479 Page 12 of 13 Eur. Phys. J. Plus         (2022) 137:479 

in a small range for each year. Finally, for the Dst index, the optimum state space is achieved for the dimension M � 10, denoting
no more new information can be retrieved from the time series beyond this particular dimension.

Geomagnetic disturbances on Earth are a complex phenomenon, and a powerful storm is need to be predicted a sufficient time
before saving society from its adverse effects. Dst index, the global measurement of the geomagnetic storm, also represents the
internal dynamical nature of this natural event, an overlapping of various physical processes or patterns forming an intricate structure.
The current study was focused to identify and analyze the characteristics of these patterns enfolded in the dynamical structure of
the Dst index to develop a successful prediction algorithm for this time series and in general, geomagnetic storm. The structure
and traits of these patterns are very much intriguing and demand detailed study in the future to gain a much deeper knowledge of
geomagnetic disturbances. The database of patterns can be continually updated with time incorporating all the available data to get
various types of patterns and much more accuracy in predicting the future value.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1140/epjp/s13360-022-02687-7.
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Abstract The Disturbance storm time (Dst) index is the global estimation of the intensity of the terrestrial geomagnetic activities
as well as the primary indicator of the geomagnetic storm. As the adverse effect of a powerful geomagnetic event has become a
serious threat to modern human society, extracting meaningful information concealed in the complex structures of this time series
can form the ground of a successful prediction algorithm. In this paper, we introduce a new probabilistic model based on the concept
of adaptive delta modulation and optimum state space to analyze, identify and characterize the patterns enfolded in the layers of the
1-h Dst index and then predict Dst data using these patterns. The study reveals some significant insights. The exact dimension M
of the optimum state space for the Dst index is found to be at M � 10. Also, the series is a combination of multiple distinguished
repeating and non-repeating patterns, denoting a high degree of predictability of the Mth data of the series from its previous (M-1)
binary data. Eventually, the simulated output of the probabilistic model exhibits a high value of correlation coefficient with the
real-time Dst index. Interestingly, the technique only requires the Dst index data as an input of the probabilistic model and is found
to be very effective for the entire 24th solar cycle.

1 Introduction

The disturbance storm time (Dst) index is an indication of the geomagnetic activities in the terrestrial magnetosphere and is frequently
used in characterizing the intensity of geomagnetic storms. It is computed based on the average value of the horizontal component of
the Earth’s magnetic field recorded at four different observatories, namely Hermanus (34.40°S, 19.22°E in geographic latitude and
longitude), Kakioka (36.23°N, 140.18°E), Honolulu (21.32°N, 158.02°W), and San Juan (18.01°N, 66.15°W) [1]. These stations
are evenly spaced in longitude and near enough to the magnetic equator to nullify the influence of the auroral effect as much as
possible, again also placed at a significant distance away from the magnetic equator to minimize the influence of the equatorial
electrojet current flowing in the ionosphere [2, 3].

Severe geomagnetic activity poses a potential threat to modern human society as a powerful storm can wreak havoc by collapsing
all the electrical systems in the affected area, including power grids, computer and communication networks, satellite and navigation
systems, military intelligence, and so on. The phenomenon is a sequence of striking the Earth by an intense geomagnetic storm
followed by the entering of a stream of charged plasma particles into the geospace through the solar wind-magnetosphere reconnection
that results in an induction of an electric field in the magnetosphere. As a consequence, voltage differences are generated between
the ground points of the electrical networks that drive a current, namely geomagnetically induced current (GIC), flowing through
the electrical hardware. The value of this GIC can be as high as 100 Ampere which is substantially beyond the specified range of
tolerance of the electrical circuits causing fatal damages to the entire system [4]. Needless to say, our modern human society is
almost entirely dependent on technology based on electrical power more than ever, thus a GIC-triggered catastrophic collapse of the
electrical infrastructure in a large region includes enormous monetary losses, wastages of manpower, and prolonged unavoidable
hazards. As an example, an intense geomagnetic storm on March 13, 1989, caused the entire Hydro Quebec system to get shut down
resulting in more than 6 million customers surviving without electricity for nine hours [4, 5]. In 2003, the Wide Area Augmentation
System (WAAS) operated by the Federal Aviation Administration (FAA) was affected by the Halloween solar storm and collapsed for
approximately 30 h causing serious damages to many satellite systems including the Japanese ADEOS-2 satellite. In the past years,
the Nordic countries along with the USA and Canada had faced unbearable consequences of geomagnetic storms, like the complete
disruption of electric power-grids, hours of blackouts, damages of navigation as well as communication systems, disruption of
satellite hardware and computer networks. In a report by the Oak Ridge National Laboratory, a geomagnetic storm, slightly stronger
than March 1989 one, can result in an enormous blackout in the whole north-eastern area of the USA including a huge $36 billion
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monetary loss in gross domestic product. [4, 6–9]. The perils of these intense geomagnetic storms, that occurred in the European
countries in the last decades, also had been discussed and analyzed in several reports and original studies [10–12].

As there is no successful mechanism to estimate the exact future data from the present resources, a proper probabilistic model
for forecasting the occurrence and intensity of geomagnetic storms is the need of the hour to save society from huge monetary
losses and related hazards. McPherron et al. [13] proposed a probabilistic forecasting method, found to be most applicable for low
to moderate storms during the declining phase of the solar cycle. Chandorkar et al. [14] presented an innovative forecasting method
based on an autoregressive Gaussian process approach. The inputs to the model are previous values of the Dst index, solar wind
speed and IMF BZ. The model generates a One Step Ahead prediction of the Dst index, requiring a small set of data for the training
and validation. Xu et al. [15] studied the prediction of the Dst index using the Bagging ensemble-learning algorithm, which is a
combination of an artificial neural network, support vector regression, and a long short-term memory network. They presented a
model which takes several solar wind parameters like interplanetary total magnetic field, total electric field, IMF BZ, solar wind speed,
plasma temperature and proton pressure as inputs and forecasts Dst index values 1–6 h in advance. Boynton et al. [16] developed a
mathematical model based on NARMAX algorithm to study the dynamics of the Dst index. A solar wind-magnetosphere coupling
function is used as the input to the model. The model shows a high forecasting ability of the occurrence, duration and intensity of
the geomagnetic storm. A probabilistic algorithm combining Long Short-Term Memory recurrent neural network with Gaussian
Process model was developed by Gruet et al.[17]. The model predicts the Dst index 6-h ahead with a correlation coefficient higher
than 0.873 and root mean square error lower than 9.86. Wei et al. [18] constructed an effective forecasting algorithm for the Dst
index using the multiresolution B spline wavelet decompositions which takes VBs and the solar wind parameter as inputs. Zhu et al.
[19] developed a multi-input–single-output discrete-time model based on the NARMAX algorithm which forecasts the dynamics of
the Dst index better than the single-input NARMAX models. Also, a comparative study of the Dst forecast models for the intense
geomagnetic storm was presented by Ji et al. [20]. In this work, six Dst forecast models are compared during intense geomagnetic
storms. The models are Burton et al.[21], Boynton et al. [16], Fenrich and Luhmann [22], O’Brien and Mcpherron [23], Temerin
and Li [24, 25] Wang et al. [26]. The input data to the model are solar wind parameters. The study concluded that the Temerin and
Li model is the best one for predicting geomagnetic storms having values − 100 nT≤Dst≤ − 200 nT. It is also better than the other
models in terms of various parameters and interplanetary structures.

All these models are highly effective as prediction tools for the Dst index but are controlled by several factors and most importantly,
take more than one input parameter for proper forecasting. In the current study, we propose a new and alternative method to predict
the Dst index based on the concept of pattern recognition. The proposed probabilistic model has several features which distinguish
it from the previous studies. A detailed database of different patterns is formed from the real-time data of an entire solar cycle to be
used in the processing unit of the model. Also, the model needs only the previous values of the real-time Dst index to predict the
future value and no other data of geomagnetic indices or solar wind parameters are required for this method. Both the mean absolute
error and root-mean-square error are significantly small. Moreover, the primary algorithm of the model ensures minimum loss of
information in analyzing the time series.

For several past years, pattern recognition became a widely used technique to study and analyze the existing regularities in an
otherwise complex time series. A significant number of research works have been devoted to study the geomagnetic disturbances
based on this method [27–31].

To find some specific patterns repeating themselves in a complex time series like the Dst index can lead us to a method of
prediction of future data of the series from a previous set of data as well as some significant revelations of its underlying structure.
In our previous works, we inspected the dynamical nature of the Dst index and in general geomagnetic storms [32–34]. We analyzed
the Dst index using an innovative graphical method, namely visibility algorithm and observed the series can be categorized as a
fractional Brownian motion having long-range correlation [32]. In the next study, we developed a cellular automata model of the
terrestrial magnetosphere based on the concept of self-organized criticality and sandpile dynamics. Real-time solar wind parameters
and IMF BZ data are the input to the model. The spectral response of the simulated output shows statistical similarity with that of the
natural Dst index. The integral dynamics of geomagnetic disturbances is observed as a self-organized critical behavior of a perturbed
system resulting in avalanche formations [33]. We refined the model further by introducing a new solar wind-magnetosphere coupling
function to the model. The analysis reveals that the solar activities had a direct influence over the solar wind-magnetosphere coupling.
Also, a substantial time delay is observed between the initial injection of solar wind into the magnetosphere and its consequent
effect on the Earth’s magnetic field [34]. All these studies make us realize that the Dst index has a complex and intricate structure,
resulting from various underlying physical mechanisms, thus unpredictable in conventional methods. Identifying and characterizing
the repetitive patterns hidden in the structure of the Dst index may lead us to a successful prediction algorithm. In the current paper,
we continue our study of geomagnetic disturbances and propose a probabilistic model of the Dst index based on delta modulation,
optimum state space (OSS) reconstruction, and pattern recognition.

Delta modulation is a simple one-bit special case of digital pulse code modulation technique. Adaptive delta modulation is a
refined version of the linear delta modulation where the step size is not fixed. Numerous studies have been presented in the past years
to delta modulate an analog or continuous data series to minimize the quantization error as well as to maximize the accuracy of the
modulation [35–42]. Patterns, extracted from an analog signal, do not show scale-free or scale-invariant behaviors. To construct a
scale-free pattern, the analog signal needs to be converted into a binary string. Delta modulation is such a technique, generally used
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for analog to digital conversion. As our current study is mainly based on identifying the patterns of the Dst index, delta modulation
is used to convert the time series into its binary form to extract scale-free patterns hidden in its layers.

The time series prediction can be considered as a pattern recognition problem by forecasting the future data from the previous
patterns. For this, the optimum dimension of the phase space must be evaluated [43, 44]. Conventionally, there are three distinct
methods available for optimum state space reconstruction, discussed as follows:

(1) Singular value analysis: In this method, the covariance matrix associated with the time series is estimated and the related
eigenvalues are calculated. The presence of high-dimensional noise in the time series constructs the floor of the eigenvalue
spectrum. The value of the optimum state space can be determined from that spectrum. The calculations used in this method
are simple though have some difficulties during the analysis of the outcome. It fails to differentiate between two dynamical
systems having nearly similar Fourier spectrums. Also, the method has a strong dependence on the notion of the noise floor,
thus inapplicable for colored noise [44].

(2) False neighborhood: A false neighbor is a point having a minimum distance from the input point, where the input space
dimension is smaller than the optimum space dimension. By increasing the distance between them by a scale factor, eventually,
the number of false neighbors leads to zero and the optimum dimension can be reached. This method is also simple but has
disadvantages too. Firstly, it is difficult to determine the exact value of the scale factor or criteria to identify a false neighbor.
Secondly, for oversampled data, the points close in time but distant in space can wrongly be considered as true neighbors.
Thirdly, if the embedding dimension becomes less than optimum, the distance between the neighbors remains unchanged for
the points outside the attractor. Finally, the method requires a large number of data [44].

(3) Saturation of attractor properties: In a dynamical system, an attractor is a set of states toward which a system tends to evolve.
This analysis is based on the concept of unfolding the attractor by a large dimension. As the optimum dimension has been
reached, the attractor properties dependent on the distance of the points in the phase space become independent of the embedding
dimension. The method needs a large set of data to properly estimate the optimum dimension, which is its only disadvantage
[44].

Previously, Chatterjee [44] established a probabilistic model based on the artificial neural network (ANN) to predict the 10.7 cm
radio flux in advance. In that paper, Chatterjee coined a modified technique to reconstruct the optimum state space by a variation
of this method based on entropy and information. In the modified method, an algorithm is developed to determine the optimum
dimension of state space by estimating the metric entropy of the time series. The most advantageous point of this analysis is that it
ensures minimum loss of information to reconstruct the optimum state space. As the value of the optimum dimension of the state
space is determined, the prediction time can be calculated by using this value in a mathematical relation. Then the value of the
prediction time is used in the ANN probabilistic model to generate output data by feeding the model a set of previous data. It was
observed that the model predicts 10.7 cm radio flux quite accurately in 1 day in advance and the methodology is suitable to predict
any time-series influenced by solar parameters. Since the Dst index is such a geomagnetic time-series, we consider this technique
of optimum space reconstruction to be fruitful enough for our present work. In our study, we follow the algorithm of optimum state
space reconstruction presented by Chatterjee [44], then instead of developing an ANN model as Chatterjee [44], we establish a novel
technique of predicting the Dst index based on pattern recognition.

2 Method

The proposed prediction algorithm in the current work follows the steps: (1) Conversion of the Dst index time-series to an n-bit
binary string using an adaptive delta modulation technique, (2) Formation of a set of pattern by taking m consecutive bits from the
binary string where the value of m ranges from 1 to n-1, (3) Recording of the number of occurrence of each pattern in the binary
string by applying the sliding window protocol, (4) Determination of the optimum value of the state space ‘M’ from the recorded
data by calculating the correlation sum, (5) To find out all the M-bit patterns from the binary string including their number of
occurrences, (6) Calculation of the probability of the least significant binary bit D0 being ‘1’ or ‘0’ in a M-bit pattern after a specific
combination of the rest of the bits DM-1…D2D1, (7) Formation of a general database for all the M-bit patterns of the 11-year solar
cycle, consisting of 2 M−1 number of patterns including the probability of occurrence of the least significant bit that calculated in
the previous step, (8) Establishing a probabilistic prediction model by using this general database and a demodulation algorithm,
where the model takes (M-1) consecutive real-time data in the input to generate the future value of the Mth data, (9) Comparison of
the probabilistic model output with the real-time Dst index after a suitable number of iterations. The acceptability of the model is
verified by calculating the correlation coefficient between the model output and the real-time Dst index series.

2.1 Converting the Dst index time series into a binary string using the delta modulation technique

Delta modulation technique can be regarded as a 1-bit differential pulse code modulation (DPCM) scheme. A reference signal is
initiated, the input signal is sampled, and then by comparing the reference signal with the input signal, the increase or decrease in
relative amplitude is determined. If the input signal has a higher amplitude than the reference signal, the value of the output is set
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to ‘1’ and the reference signal is increased by a predefined step size Δ. If the input signal has a lower amplitude than the reference
signal, the value of the output is ‘0’ and the reference signal is decreased by Δ. In both cases, the Δ is a multivalued predefined
variable and not the exact difference between the input and the reference signal. In this way, the difference value of the amplitudes
is quantized in only two levels, corresponding to the positive or negative differences, whereas a no-change condition causes the
modulated signal to remain at the same state of the previous sample. The output signal is a 1-bit binary data series that contains only
the change in information.

Delta modulation with limited adaptivity technique is a modified version of the classic delta modulation. Application of this
technique on a Dst index time series converts the series to a 1-bit binary string. Let Xi(t) is the input Dst index series having n
number of data, where t � 1, 2, 3, …, n. At first, a second series, Xr(t) known as the reference signal is computed from Xi(t). The
first three values of Xr(t) are the same as Xi(t), i.e.,

Xr (t) � Xi (t) for t � 1 to 3 (1)

For t > 3, to compute Xr(t) in general, the term Xr(t-1) is compared with the term Xi(t) to check if there is an increment or
decrement in the values. Here, If Xi(t) >Xr(t-1), there is an increment and a factor ΔI is added to the term Xr(t-1) to determine the
value of Xr(t). If Xi(t) <Xr(t-1), there is a decrement and a factor ΔD is subtracted from the term Xr(t-1) to determine the value of
Xr(t). The factor Δ is called the step size of the reference signal as it continues to track the change in values between two consecutive
steps. Mathematically, for t � 4 to n,

Xr (t) � Xr (t − 1) + �I when Xi (t) > Xr (t − 1) (2)

and

Xr (t) � Xr (t − 1)−�D when Xi (t) < Xr (t − 1) (3)

where

�I � KI × σD × 2d for 0 ≤ d ≤ 2 (4)

and

�D � KD × σD × 2d for 0 ≤ d ≤ 2 (5)

here KI and KD are two constants and σD is the standard deviation of the absolute differential values of the input series Xi(t) and is
calculated as:

σD �
√
√
√
√

1

(n − 1)

(n−1)
∑

t�1

[|Xi (t) − Xi (t + 1)| − XD
]2

(6)

where

−
XD� 1

(n − 1)

(n−1)
∑

t�1

|Xi (t)−Xi (t+1)| (7)

In Eqs. 4 and 5, the value of d is limited to only three values, 0, 1, and 2, explaining the name of the technique as ‘delta modulation
with limited adaptivity.’ If the increment (decrement) between the two terms, Xi(t) and Xr(t-1) continues for three consecutive steps,
the value of d becomes 0,1, and 2 for the first, second, and third step, respectively. But, if the fourth consecutive step also shows an
increment (decrement), the value of d is still 2 and remains so for any further consecutive increments (decrements). Whenever there
is a decrement (increment) in the next step, the value of d is reset to 0.

As the reference signal Xr(t) has been formed, the output series Ydm(t) is computed using the equations.:

Ydm(t) � 1 for Xr (t + 1) ≥ Xr (t) (8)

and

Ydm(t) � 0 for Xr (t + 1) < Xr (t) (9)

Thus, Ydm(t) becomes the delta-modulated 1-bit binary string output having (n-1) number of terms.
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2.2 Finding the number of occurrences of a pattern by sliding window technique

In this step, an m-bit data string or pattern is formed from the series Ydm(t) by taking m number of consecutive bits, starting from
the 1st bit of the series. As there are at least two points are required to construct a two-dimensional pattern and also the length
of the series Ydm(t) is (n—1), the value of m is in the range of 2 to (n – 2). Then by the sliding window technique, for m � 2 to
(n—2), the number of occurrences of all possible 2 m patterns in the series Ydm(t) is determined. For example, for m � 2 the series
Ydm(t) is scanned with the patterns 00, 01, 10, and 11. The method is repeated for all considerable values from m � 2 onward and is
stored carefully. A database is formed for different values of m and each of them contains a 2 m number of patterns including their
respective number of occurrences in the series Ydm(t).

2.3 Determination of the optimum state space

A state space is a multi-dimensional space of all possible configurations of a system. It is a useful abstraction for reasoning about the
behavior of a given system and applies to all types of systems like single input single output systems, multiple inputs and multiple
outputs systems, linear and nonlinear systems, time-varying, and time-invariant systems. The state in the state-space analysis refers
to the smallest set of variables whose knowledge at the initial time together with the knowledge of input for the successive future
time gives the complete knowledge of the behavior of the system at any time t. The state variables in the state space analysis are the
smallest set of variables that help us to determine the state of a dynamical system.

When the state space is continuous it is often a smooth manifold. In this case, it is called the phase space. A phase space can also
be infinite-dimensional. A dynamical system consists of abstract phase space or state space, whose coordinates describe the state
at any instant, and a dynamical rule that specifies the immediate future of all state variables, given only the present values of those
same state variables. Mathematically, a dynamical system is described by an initial value problem. The implication is that there is
a notion of time and that a state at one time evolves to a state or possibly a collection of states at a later time. Thus, states can be
ordered by time, and time can be thought of as a single quantity.

A dynamical system is deterministic if there is a unique consequence to every state or it is stochastic where there is a probability
distribution of possible consequents. It can be discrete or continuous time. The Discrete-time system has its states evaluated only
after certain discrete intervals. It is a combination of a state space, a set of time, and a set of evolution rules. A dynamical system
can be considered as a model describing the temporal evolution of a process. The evolution rule provides a prediction of the next
state or states that follow from the current state space value. The rule is deterministic if each state has a unique consequence, and
is stochastic if there is more than one possible consequent for a given state. A stochastic evolution with discrete time but continuous
phase space is an iterated function system. In this case, there is a collection of functions f α indexed by parameters α. The evolution
is random with the next state st+1 � f α(st) where α is selected from a probability distribution.

Now, to understand the dynamics of a stochastic discrete time series, the development of the evaluation rules are required. To
develop such a set of rules, the entire series is divided into many m-dimensional hyperspaces and each of them is assigned a state
variable that carries some pieces of information. Then the rules are created based on the dimension along with the information
extracted from those state variables. As the hyperspace can be considered of any dimension, the developed rules will be different for
their increment in dimension resulting in a rapid variance in the evaluation process. Each hyperspace holds a piece of information
that may be meaningful or meaningless depending upon the value of their dimension. Needless to say, the meaningless information
can only lead us to unnecessary complexity to develop the evaluation rules that can ruin the dynamics of the system. To overcome
this problem, a set of meaningful rules having finite dimensions and appropriate information are required to analyze such a stochastic
evaluation process. That is called the reconstruction of the optimum state space.

In the 2001 paper, Chatterjee [44] discussed the reconstruction of the optimum state space in detail and opted for the method
namely ‘saturation of attractor properties.’ In a dynamical system, an attractor is a set toward which a variable evolves over time
i.e., points close to the attractor remain nearby despite slight disturbance. The attractor is a region in n-dimensional space. It can
be a point, a finite set of points, a curve, a manifold, or even a complicated set with a fractal structure. The method, ‘saturation of
attractor properties,’ unfolds the attractor by a large dimension. In this method, when the optimum dimension has been reached, the
attractor properties dependent on the distance of the points in the phase space become independent of the embedding dimension.
The only limitation of this method is the requirement of a large set of data to properly estimate the optimum dimension. Since we
are using a dataset that is large enough and the method ensures minimum loss of information to reconstruct the optimum state space,
it is considered the most suitable one for our analysis. The method is described as follows:

Consider a dynamic system that is represented by a time series of XT , X2T , …., XNT where N is the number of the observational
values and T is the time interval. The state of the system is located in an m-dimensional hyperspace by a point having the coordinates
XT , X2T ,.…, XmT . The state at t � t + 1 is denoted by X2T , X3T ,.…, X(m+1)T , and so on, whereas the position vectors of each point
are X1, X2,.…, XN . The trajectory of the system is the connecting line of all these points in order and the attractor is the region
where the trajectory repeatedly returns. Now, by choosing a large enough dimension, the attractor can be unfolded properly. If the
necessary mth dimension has been attained, all the properties of the attractor which are dependent on the distance of points in the
phase space become independent of the value of the embedding dimension and no more information will be available beyond that
dimension [45]. In this case, the data are a 1-bit binary string, and also no further sampling is required as the series is discrete with
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some specific resolution. Now, considering the initial state is known with precision r, we are calculating the correlation sum that
consists of centring the hypersphere on a point in phase space, letting the radius of the hypersphere grow until all points are enclosed
[46]. The correlation sum C(r, m, N) is a function of the Hamming distance r, dimension m, and a total number of data N and is
expressed as:

C(r,m, N ) � 1

2m−1

N
∑

j�1

G j (r ) (10)

To calculate C(r, m, N), the value for all the points lying within the range of r from a point is taken into account. The Hamming
distance r is a metric for comparing two binary data strings of equal length or more specifically, it is the distance between two binary
strings. In our case, we have taken a binary set of consecutive patterns having dimension m and Hamming distance r � 1 i.e., the
minimum Hamming distance is considered for the analysis. Also, the bit sequence of the two patterns in the set is exactly similar
from Dm to D1 except for the only difference in the least significant bit D0 (LSB) to retain the r � 1. If the number of occurrences
of the pattern having D0 � 0 is O0 and D0 � 1 is O1, the expectation, Gj(r), of D0 to be appeared as ‘1’ over ‘0’ is:

G j (r) �
[

O1

O0 + O1
− 0.5

]2

(11)

In this way, the expectationsGj(r) are calculated for all sets of patterns in the database obtained from the sliding window technique.
Thus, the optimum state space can be estimated from each yearly time series by calculating C(r, m, N) for different values of

dimension m. A graph of the generalized correlation sum C(r, m, N) is plotted against the increasing value of m. At a particular point
of m � M, where the slope of the plot becomes opposite in direction, the optimum state space is achieved beyond which no further
information is available. Though the concept is generally associated with thermodynamics, in information theory it is defined as the
amount of information required to locate the system in a specified state [47].

2.4 Finding M-bit patterns

As the optimum dimension M is estimated, the next part of the work is to find all the distinguished M-bit patterns from the binary
string Ydm(t). A maximum of 2 M patterns can be found. The patterns and their number of occurrences in the string Ydm(t) are
recorded to form a complete general database considering the entire 23rd Solar cycle.

2.5 Probability calculation

Let us denote an M-bit pattern as DM-1…D1D0. A study of the database can determine the probability of the LSB D0 to be ‘1’ or
‘0’ after a specific combination of the rest of the bits DM-1…D2D1. For example, consider an optimum dimension M � 4, where
a specific set of a pattern has unit Hamming distance at LSB. Say, the set contains two consecutive binary patterns that are 0000
and 0001 having the number of occurrences 40 and 60, respectively. Thus, for the combination D3D2D1 � 000, the probability of
occurrence P(D0 � 0) is 0.4 and P(D0 � 1) is 0.6. Mathematically, the probability

P(D0 � 0) � O0

O0 + O1
(12)

and

P(D0 � 1) � O1

O0 + O1
(13)

where the number of occurrences of the pattern having D0 � 0 is O0 and D0 � 1 is O1.
In this fashion, the entire general database ofM-bit patterns associated with the binary string Ydm(t) is analyzed and the probability

of occurrence P(D0 � 0) and P(D0 � 1) for all the combinations of DM-1…D2D1 are determined and stored. Now, the application
of this general database can estimate the Mth value of any real-time series from its previous (M-1) data.

2.6 Prediction model

The model is based on the general database. The input to the model is a real-time Dst index series, Xi(t). The model requires (M-1)
consecutive data of the input series to predict the Mth data. As the model receives the first (M-1) number of input data, i.e., the values
of Xi(t) for t � 1 to (M-1), it converts the (M-1) input data series into a binary string DM-1…D2D1, using the delta modulation
method discussed in 2.1. The probability of occurrence P(D0 � 0) or P(D0 � 1) for this particular combination DM-1…D2D1 is
found from the database of patterns. The value of D0 is determined according to the value of P. D0 is either ‘1’ or ‘0’. The final
output YDst(t) is determined by demodulating the value of D0 in its analog form using the following eqs. In the case of D0 � 0,

YDst(t) � Xi (t − 1) − KD × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 1
d � 1 when DM−2 � 1 and DM−1 � 0
d � 2 when DM−2 � 0 and DM−1 � 0

(14)
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and in the case of D0 � 1

YDst(t) � Xi (t − 1) + KI × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 0
d � 1 when DM−2 � 1 and DM−1 � 1
d � 2 when DM−2 � 0 and DM−1 � 1

(15)

where φ � don’t care condition i.e., either 0 or 1, the values of KI and KD are prefixed, and the standard deviation of the absolute
differential values of the input series is σD which is considered as unity for estimating the data of the 24th solar cycle. The first
output data of the model are generated at t � M using the values of the input Xi(t) for t � 1 to (M-1). In the next step, again
(M-1) consecutive input data, i.e., values of Xi(t), for t � 2 to M, are required to produce the output at t � M + 1. In this way, the
model generates every M th data from the previous (M-1) data and continues to do so for all the next t values, generating a simulated
output series, namely YDst(t). To verify the effectiveness of the model, the model output YDst(t) is compared with the real-time Dst
index series Xi(t) and the associated correlation coefficient Cc, the mean absolute error Ema and the root-mean-square error Erms

are determined. The following eqs. are used to calculate the said three quantities:

Cc � Cov[Xi(t), YDst(t)]√
Var[Xi(t)], Var[YDst(t)]

(16)

Ema � 1

n

n
∑

t�1

|Xi(t) - YDst(t)| (17)

Erms =

√
∑n

t�1 [Xi(t) − YDst(t)]2

n
(18)

3 Data source

Here we used the hourly averaged Dst data from the year 1997 to the year 2018 as extracted from NASA/GSFC’s OMNI data set
through OMNIWeb. The OMNI data were obtained from the GSFC/SPDF OMNIWeb interface at http://omniweb.gsfc.nasa.gov
[48].

4 Results and discussion

Every solar cycle has it’s rising, maximum, declining, and minimum phases. Also, the geomagnetic storm can be classified into
several categories, namely weak, moderate, strong, severe, and great storm. The Dst index belongs to the different categories are
usually analyzed and studied separately. But, in our case, the model has been analyzed using the real-time Dst index data of each
year of the 23rd solar cycle, i.e,. from the year 1997 to 2007, that includes all the phases of the solar cycle and are not segregated
between the different storm period. Initially, the input Dst index series Xi(t) is converted to a 1-bit binary string Ydm(t) using the
delta modulation technique discussed in the method sect. While analyzing the nature of the Dst index, it is found that the rising and
the falling properties of the index series are different. The rising of the series is much slower compared to the falling. So, KI and KD

are two different constants assigned corresponding to the increment and decrement phenomenon and estimated experimentally to
their best suitable values. Now, the 1-bit binary string Ydm(t) is demodulated as Yddm(t)to test the accuracy of modulation. For every
year of the entire 23rd solar cycle, the correlation coefficients are calculated between the original series Xi(t) and the demodulated
series Yddm(t) and considered as the accuracy of modulation. The value of KI and KD are calculated as KI � 0.54 and KD � 1.30
to achieve the highest accuracy of modulation i.e., 92% ~ 97% in our case.

Once the binary string Ydm(t) is obtained, all the possible patterns are determined using the sliding window technique. Now,
the smallest binary pattern can be constructed using at least two successive data points. Thus, the correlation sum C(r, m, N) is
calculated starting from m � 2. By increasing the dimension m gradually, the C(r, m, N) gained the highest value. Upon further
increment, the corresponding value started decreasing and at m � 16, the value of the C(r, m, N) became sufficiently small to expect
any increment thereafter. The decrement of the correlation sum indicates the inadequacy of any new information The process is
executed for all eleven years of the 23rd Solar cycle to get a general database of patterns for m � 2 to 16. Table 1 shows the values
of the embedded dimension vs correlation sum for the 1-h Dst index, respectively, for the range of the years 1997–2007.

The correlation sumC(r,m,N) is calculated considering the probability of occurrences of each pattern i.e., their actual contribution
in the data series. The nature of patterns present in each year is different along with their number of occurrences. A significant number
of common patterns are observed throughout the entire cycle, whereas a small number of distinguished patterns occur only once.
As a result, the degree of predictability varies for each year, hence the difference in yearly maximum correlation sum. Figure 1 is
the graphical representation of the plots for embedded dimension m versus mean value of the correlation sum of 11 years associated
with the 1-h Dst index series. As seen in Fig. 1, for the Dst index, the optimum state space is achieved for dimension M � 10. It
signifies that the hourly Dst index series has the highest substantial correlated information up to 10 h and no more new information
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Table 1 The year-wise correlation
sum C(r, m, N) is plotted for
increasing value of dimension
m for 1-h Dst index for the entire
23rd solar cycle

Dimension Year

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

2 0.0158 0.0038 0.0040 0.0046 0.0058 0.0041 0.0043 0.0045 0.0047 0.0037 0.0037

3 0.0355 0.0188 0.0213 0.0245 0.0253 0.0192 0.0231 0.0234 0.0257 0.0192 0.0173

4 0.0443 0.0486 0.0539 0.0584 0.0613 0.0461 0.0601 0.0579 0.0645 0.0493 0.0468

5 0.0496 0.0506 0.0587 0.0633 0.0681 0.0478 0.0611 0.0625 0.0676 0.0531 0.0502

6 0.0539 0.0545 0.0610 0.0699 0.0681 0.0503 0.0706 0.0706 0.0686 0.0585 0.0544

7 0.0614 0.0591 0.0659 0.0703 0.0744 0.0545 0.0800 0.0786 0.0737 0.0619 0.0576

8 0.0713 0.0635 0.0821 0.0918 0.0927 0.0629 0.0879 0.0916 0.0870 0.0815 0.0731

9 0.0938 0.0838 0.0891 0.0956 0.1001 0.0850 0.0955 0.0957 0.1081 0.0906 0.0870

10 0.1003 0.0979 0.0871 0.0950 0.1002 0.0905 0.0989 0.0996 0.1025 0.0952 0.0961

11 0.0965 0.0940 0.0898 0.0987 0.0950 0.0940 0.0960 0.0919 0.0957 0.0942 0.0941

12 0.0861 0.0892 0.0837 0.0875 0.0827 0.0873 0.0833 0.0805 0.0852 0.0845 0.0882

13 0.0740 0.0767 0.0723 0.0713 0.0673 0.0773 0.0695 0.0674 0.0691 0.0727 0.0767

14 0.0608 0.0611 0.0571 0.0549 0.0521 0.0619 0.0534 0.0526 0.0519 0.0592 0.0611

15 0.0450 0.0449 0.0418 0.0392 0.0371 0.0454 0.0384 0.0383 0.0368 0.0438 0.0448

16 0.0304 0.0307 0.0285 0.0261 0.0246 0.0312 0.0261 0.0263 0.0243 0.0298 0.0308

Fig. 1 The 11 years mean values
of the correlation sums C(r, m, N)
are plotted against dimension
m for the 1-h Dst index series
considering the 23rd solar cycle

can be retrieved from the series beyond that limit. Thus, resting on the current data point i.e., 9th data point and using the last 8 data
points corresponding to the last 8 h, the 10th data point or one-hour advanced data can be estimated using those patterns.

Concerning that estimation, all the 10-bit distinguished patterns for the series Ydm(t) are identified and stored. The highest possible
combinations of binary string for Dst index are 1024 (as 2 M � 1024, where M � 10). For the series, all the possible combinations of
binary strings are added sequentially for 11 years to consider every single occurred pattern. Figure 2 illustrates the binomial degree
distribution of the number of occurrences of the patterns for M � 10 for the hourly Dst index series, which indicates the presence
and absence of the entire set of patterns for the 23rd solar cycle.

The demodulated waveforms of some scale-free and periodically occurred patterns are shown in Fig. 3 where the relative
amplitudes are plotted in the y-axis. The pattern corresponding to Fig. 3a is the most common and occurred more than 1500 times.
Figure 3b, c, and d are chosen randomly from the range of occurrence between 1500 and 1000, 1000 and 500, and 500 and 100,
respectively. Studying the database, the probability P(D0 � 0) and P(D0 � 1) for all these patterns are also estimated and included
in the database.

As the general database had been formed, the next step is to study the prediction model of the Dst index discussed in Sect. 2.6
based on this database. The prediction model is analyzed for all the years of the 24th solar cycle, i.e., for the years 2008–2018 using
the general database derived from the data of the previous 23rd solar cycle.

The value of M � 10, which means nine previous consecutive bits are required to generate the 10th data. Thus, the input to the
prediction model is any set of nine consecutive values of the real-time Dst index Xi(t) to generate the predicted output YDst(t) for the
next t. As there is a probability factor in estimating the output YDst(t), the model is simulated for numerous iterations, Ir � 1 to 250.
After each iteration, YDst(t) is compared with the real-time series Xi(t) and the associated correlation coefficient is estimated. Table
2 shows the value of the correlation coefficients Cc, mean absolute error Ema, and root-mean-square error Erms between the original
Dst index Xi(t) and the predicted model output YDst(t) after 250 iterations for the entire 24th solar cycle. Figure 4 demonstrates
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Fig. 2 The Binomial degree distribution of the number of occurrences of the patterns is plotted for dimension M � 10 for 1-h Dst index series for the entire
23rd solar cycle. The decimal equivalents of the binary patterns or words are plotted sequentially on the x-axis

Fig. 3 The demodulated
waveform of four periodically
occurred patterns are shown where
the corresponding binary
sequences are a 0111001110,
b 1100111011, c 1001110110,
and d 1110010011. The number
of their occurrences are 1509,
1000, 671, and 174

the correlation coefficients between Xi(t) and YDst(t) for an increasing value of the number of iterations Ir � 1 to 250, for the year
2016. The plot shows that the model becomes stabilized at Ir � 250 quite well.

It is observed from Table 2, that the correlation coefficients between the original Dst index Xi(t) and the model output YDst(t)
are greater than 90% for each of the years of the 24th solar cycle, establishing the acceptability of the probabilistic model. Also,
the associated values of mean absolute error and root-mean-square error are sufficiently small. The result indicates that the model
can predict the Dst index data one hour in advance taking only the previous nine consecutive real-time Dst values as input. For a
comparative study, the original Dst indexXi(t) and the model output YDst(t) for the year 2016 are shown in Fig. 5a and b, respectively.
Also, for detailed observation, the two series consisting of 5 days of data ranging between 3 May and 7 May of the same year is
plotted in Fig. 5c for the same year.

The entire analysis reveals some prominent features about the probabilistic model and the overall method. A yearly continuous
dataset of the real-time Dst index for each of the eleven years of the 23rd solar cycle is considered here to construct the pattern
database. No segregation is made in the Dst dataset based on the phase of the solar cycle or the intensity of the geomagnetic storm.
Thus, the model is applicable for the Dst index at any period, be it a quiet time or an intense storm. Then the delta modulation
converts the analog Dst index series into a 1-bit binary string. Patterns, extracted from an analog signal, do not show scale-free or
scale-invariant behaviors. But as the signal is transformed into a binary string in this method, the identified patterns are scale-free.
The scale-invariance properties of the identified patterns are much useful to find any similar pattern of variable amplitude, which
aids to construct the database consisting of all the patterns hidden in the structure of the Dst index series. Also, the optimum state
space is reconstructed to identify the length of the optimum information in the hyperspace of the Dst index series. As observed
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Fig. 4 The value of the correlation coefficients between the original Dst index Xi(t) and the predicted model output YDst (t) is plotted against the number of
iterations performed for the year 2016

Table 2 shows the value of the
correlation coefficients Cc, mean
absolute error Ema, and
root-mean-square error Erms
between the original Dst index
Xi(t) and the predicted model
output YDst (t) after 250 iterations
of the 24th solar cycle

Year Correlation coefficient Cc Mean absolute error Ema Root-mean-square error Erms

2008 0.9488 2.6275 3.5234

2009 0.9285 2.4877 3.3017

2010 0.9542 2.7175 3.6655

2011 0.9595 2.9842 4.3502

2012 0.9757 3.1861 4.5221

2013 0.9683 2.9979 4.2113

2014 0.9636 3.1088 4.2498

2015 0.9725 3.5395 5.1543

2016 0.9615 3.1705 4.3541

2017 0.9611 3.1973 4.4571

2018 0.9570 2.8031 3.7861

from the result, no extra information can be retrieved from the series beyond the dimension M � 10, it is the optimum value of
the state space. The saturation of attractor properties, used here to reconstruct the optimum state space, ensures minimum loss of
information while estimating the optimum value. It is one of the key features of this method. Moreover, the model has a minimum
dependency on external factors. A future Dst index value can be estimated only by using a finite set of previous Dst values and the
pattern database as the input to the model. No other solar wind parameters or interplanetary magnetic field data are required. In the
current analysis, the pattern database is constructed using the hourly real-time Dst index of the 23rd solar cycle. Using this database
and nine previous values of Dst data, the model can predict the tenth Dst value in one hour advance for the entire 24th solar cycle,
with a correlation coefficient up to 97.57%. Further, the maximum mean absolute error and root-mean-square error are found to be
sufficiently small, 3.5395 and 5.1543, respectively.

5 Conclusion

The Dst index is a measurement of the geomagnetic activities on Earth and is widely used to indicate the intensity and occurrence
of geomagnetic storms. Identifying significant patterns enfolded in the hidden layers and extracting substantial information from
the inherent structures can be extremely rewarding in developing a successful forecasting algorithm. Moreover, an insight into the
complex physical structure of this natural time series explains a lot of its characteristic features and dynamical behaviors. In this
paper, we introduce a new method to predict the Dst index based on the concept of pattern recognition and optimum state space
reconstruction. The analysis is a composite one; first to identify and characterize the significant patterns hidden in the structures of the
1-h Dst index series and then, development of a probabilistic model based on these patterns to forecast Dst data long before its actual
occurrence. The algorithm includes adaptive delta modulation to convert the series into a binary string, the reconstruction of the
optimum state space, construction of a database containing the probability of occurrence of the pattern, and finally, the development
of a probabilistic predictive model to estimate the future data in one hour advance. The model has two inputs, the first one is the
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Fig. 5 a The original 1-h Dst index Xi(t) for the year 2016, b the model output YDst (t) for the same year, and (c) a comparative of the two series consisting
of 5 days of data ranged between 3 May 2016 and 7 May 2016

database of the pattern created using the data of the entire 23rd solar cycle, and the second one is any set of nine consecutive data of
the real-time Dst index of the 24th solar cycle to predict the 10th value. The predicted output is compared with each yearly data of
the 24th solar cycle based on three parameters namely correlation coefficient, mean absolute error, and root-mean-square error for
the statistical validation of the model. It has been observed that the values of the correlation coefficients between the real-time and
predicted series are more than 90% for each of the years whereas the associated values of mean absolute error and root-mean-square
error are significantly small. These results established the predictive performance of the model quite in a good way, using the database
formed from the data of the 23rd solar cycle to predict the data of the next 24th solar cycle. Also, the model needs only the previous
values of the real-time Dst index to predict the future value in one hour advance and no other data of geomagnetic indices or solar
wind parameters are required for this method. One hour is sufficient to activate any controlling system to temporarily shut down the
electrical hardware or power grids to save them from the perils of the coming storm. Moreover, the model takes a moderate number
of iterations to be stabilized making a much lower computational time. Again, the study also revealed that the underlying physical
structure of the Dst index is a complex composition of numerous distinguished patterns, occurring through the series in various
frequencies. Some common patterns repeat through the entire solar cycle numerous times, whereas some are not. A small number
of distinguished patterns occurs only once. As a result, the degree of predictability, as well as the maximum correlation sum, varies
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in a small range for each year. Finally, for the Dst index, the optimum state space is achieved for the dimension M � 10, denoting
no more new information can be retrieved from the time series beyond this particular dimension.

Geomagnetic disturbances on Earth are a complex phenomenon, and a powerful storm is need to be predicted a sufficient time
before saving society from its adverse effects. Dst index, the global measurement of the geomagnetic storm, also represents the
internal dynamical nature of this natural event, an overlapping of various physical processes or patterns forming an intricate structure.
The current study was focused to identify and analyze the characteristics of these patterns enfolded in the dynamical structure of
the Dst index to develop a successful prediction algorithm for this time series and in general, geomagnetic storm. The structure
and traits of these patterns are very much intriguing and demand detailed study in the future to gain a much deeper knowledge of
geomagnetic disturbances. The database of patterns can be continually updated with time incorporating all the available data to get
various types of patterns and much more accuracy in predicting the future value.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1140/epjp/s13360-022-02687-7.
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Abstract The Disturbance storm time (Dst) index is the global estimation of the intensity of the terrestrial geomagnetic activities
as well as the primary indicator of the geomagnetic storm. As the adverse effect of a powerful geomagnetic event has become a
serious threat to modern human society, extracting meaningful information concealed in the complex structures of this time series
can form the ground of a successful prediction algorithm. In this paper, we introduce a new probabilistic model based on the concept
of adaptive delta modulation and optimum state space to analyze, identify and characterize the patterns enfolded in the layers of the
1-h Dst index and then predict Dst data using these patterns. The study reveals some significant insights. The exact dimension M
of the optimum state space for the Dst index is found to be at M � 10. Also, the series is a combination of multiple distinguished
repeating and non-repeating patterns, denoting a high degree of predictability of the Mth data of the series from its previous (M-1)
binary data. Eventually, the simulated output of the probabilistic model exhibits a high value of correlation coefficient with the
real-time Dst index. Interestingly, the technique only requires the Dst index data as an input of the probabilistic model and is found
to be very effective for the entire 24th solar cycle.

1 Introduction

The disturbance storm time (Dst) index is an indication of the geomagnetic activities in the terrestrial magnetosphere and is frequently
used in characterizing the intensity of geomagnetic storms. It is computed based on the average value of the horizontal component of
the Earth’s magnetic field recorded at four different observatories, namely Hermanus (34.40°S, 19.22°E in geographic latitude and
longitude), Kakioka (36.23°N, 140.18°E), Honolulu (21.32°N, 158.02°W), and San Juan (18.01°N, 66.15°W) [1]. These stations
are evenly spaced in longitude and near enough to the magnetic equator to nullify the influence of the auroral effect as much as
possible, again also placed at a significant distance away from the magnetic equator to minimize the influence of the equatorial
electrojet current flowing in the ionosphere [2, 3].

Severe geomagnetic activity poses a potential threat to modern human society as a powerful storm can wreak havoc by collapsing
all the electrical systems in the affected area, including power grids, computer and communication networks, satellite and navigation
systems, military intelligence, and so on. The phenomenon is a sequence of striking the Earth by an intense geomagnetic storm
followed by the entering of a stream of charged plasma particles into the geospace through the solar wind-magnetosphere reconnection
that results in an induction of an electric field in the magnetosphere. As a consequence, voltage differences are generated between
the ground points of the electrical networks that drive a current, namely geomagnetically induced current (GIC), flowing through
the electrical hardware. The value of this GIC can be as high as 100 Ampere which is substantially beyond the specified range of
tolerance of the electrical circuits causing fatal damages to the entire system [4]. Needless to say, our modern human society is
almost entirely dependent on technology based on electrical power more than ever, thus a GIC-triggered catastrophic collapse of the
electrical infrastructure in a large region includes enormous monetary losses, wastages of manpower, and prolonged unavoidable
hazards. As an example, an intense geomagnetic storm on March 13, 1989, caused the entire Hydro Quebec system to get shut down
resulting in more than 6 million customers surviving without electricity for nine hours [4, 5]. In 2003, the Wide Area Augmentation
System (WAAS) operated by the Federal Aviation Administration (FAA) was affected by the Halloween solar storm and collapsed for
approximately 30 h causing serious damages to many satellite systems including the Japanese ADEOS-2 satellite. In the past years,
the Nordic countries along with the USA and Canada had faced unbearable consequences of geomagnetic storms, like the complete
disruption of electric power-grids, hours of blackouts, damages of navigation as well as communication systems, disruption of
satellite hardware and computer networks. In a report by the Oak Ridge National Laboratory, a geomagnetic storm, slightly stronger
than March 1989 one, can result in an enormous blackout in the whole north-eastern area of the USA including a huge $36 billion
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monetary loss in gross domestic product. [4, 6–9]. The perils of these intense geomagnetic storms, that occurred in the European
countries in the last decades, also had been discussed and analyzed in several reports and original studies [10–12].

As there is no successful mechanism to estimate the exact future data from the present resources, a proper probabilistic model
for forecasting the occurrence and intensity of geomagnetic storms is the need of the hour to save society from huge monetary
losses and related hazards. McPherron et al. [13] proposed a probabilistic forecasting method, found to be most applicable for low
to moderate storms during the declining phase of the solar cycle. Chandorkar et al. [14] presented an innovative forecasting method
based on an autoregressive Gaussian process approach. The inputs to the model are previous values of the Dst index, solar wind
speed and IMF BZ. The model generates a One Step Ahead prediction of the Dst index, requiring a small set of data for the training
and validation. Xu et al. [15] studied the prediction of the Dst index using the Bagging ensemble-learning algorithm, which is a
combination of an artificial neural network, support vector regression, and a long short-term memory network. They presented a
model which takes several solar wind parameters like interplanetary total magnetic field, total electric field, IMF BZ, solar wind speed,
plasma temperature and proton pressure as inputs and forecasts Dst index values 1–6 h in advance. Boynton et al. [16] developed a
mathematical model based on NARMAX algorithm to study the dynamics of the Dst index. A solar wind-magnetosphere coupling
function is used as the input to the model. The model shows a high forecasting ability of the occurrence, duration and intensity of
the geomagnetic storm. A probabilistic algorithm combining Long Short-Term Memory recurrent neural network with Gaussian
Process model was developed by Gruet et al.[17]. The model predicts the Dst index 6-h ahead with a correlation coefficient higher
than 0.873 and root mean square error lower than 9.86. Wei et al. [18] constructed an effective forecasting algorithm for the Dst
index using the multiresolution B spline wavelet decompositions which takes VBs and the solar wind parameter as inputs. Zhu et al.
[19] developed a multi-input–single-output discrete-time model based on the NARMAX algorithm which forecasts the dynamics of
the Dst index better than the single-input NARMAX models. Also, a comparative study of the Dst forecast models for the intense
geomagnetic storm was presented by Ji et al. [20]. In this work, six Dst forecast models are compared during intense geomagnetic
storms. The models are Burton et al.[21], Boynton et al. [16], Fenrich and Luhmann [22], O’Brien and Mcpherron [23], Temerin
and Li [24, 25] Wang et al. [26]. The input data to the model are solar wind parameters. The study concluded that the Temerin and
Li model is the best one for predicting geomagnetic storms having values − 100 nT≤Dst≤ − 200 nT. It is also better than the other
models in terms of various parameters and interplanetary structures.

All these models are highly effective as prediction tools for the Dst index but are controlled by several factors and most importantly,
take more than one input parameter for proper forecasting. In the current study, we propose a new and alternative method to predict
the Dst index based on the concept of pattern recognition. The proposed probabilistic model has several features which distinguish
it from the previous studies. A detailed database of different patterns is formed from the real-time data of an entire solar cycle to be
used in the processing unit of the model. Also, the model needs only the previous values of the real-time Dst index to predict the
future value and no other data of geomagnetic indices or solar wind parameters are required for this method. Both the mean absolute
error and root-mean-square error are significantly small. Moreover, the primary algorithm of the model ensures minimum loss of
information in analyzing the time series.

For several past years, pattern recognition became a widely used technique to study and analyze the existing regularities in an
otherwise complex time series. A significant number of research works have been devoted to study the geomagnetic disturbances
based on this method [27–31].

To find some specific patterns repeating themselves in a complex time series like the Dst index can lead us to a method of
prediction of future data of the series from a previous set of data as well as some significant revelations of its underlying structure.
In our previous works, we inspected the dynamical nature of the Dst index and in general geomagnetic storms [32–34]. We analyzed
the Dst index using an innovative graphical method, namely visibility algorithm and observed the series can be categorized as a
fractional Brownian motion having long-range correlation [32]. In the next study, we developed a cellular automata model of the
terrestrial magnetosphere based on the concept of self-organized criticality and sandpile dynamics. Real-time solar wind parameters
and IMF BZ data are the input to the model. The spectral response of the simulated output shows statistical similarity with that of the
natural Dst index. The integral dynamics of geomagnetic disturbances is observed as a self-organized critical behavior of a perturbed
system resulting in avalanche formations [33]. We refined the model further by introducing a new solar wind-magnetosphere coupling
function to the model. The analysis reveals that the solar activities had a direct influence over the solar wind-magnetosphere coupling.
Also, a substantial time delay is observed between the initial injection of solar wind into the magnetosphere and its consequent
effect on the Earth’s magnetic field [34]. All these studies make us realize that the Dst index has a complex and intricate structure,
resulting from various underlying physical mechanisms, thus unpredictable in conventional methods. Identifying and characterizing
the repetitive patterns hidden in the structure of the Dst index may lead us to a successful prediction algorithm. In the current paper,
we continue our study of geomagnetic disturbances and propose a probabilistic model of the Dst index based on delta modulation,
optimum state space (OSS) reconstruction, and pattern recognition.

Delta modulation is a simple one-bit special case of digital pulse code modulation technique. Adaptive delta modulation is a
refined version of the linear delta modulation where the step size is not fixed. Numerous studies have been presented in the past years
to delta modulate an analog or continuous data series to minimize the quantization error as well as to maximize the accuracy of the
modulation [35–42]. Patterns, extracted from an analog signal, do not show scale-free or scale-invariant behaviors. To construct a
scale-free pattern, the analog signal needs to be converted into a binary string. Delta modulation is such a technique, generally used
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for analog to digital conversion. As our current study is mainly based on identifying the patterns of the Dst index, delta modulation
is used to convert the time series into its binary form to extract scale-free patterns hidden in its layers.

The time series prediction can be considered as a pattern recognition problem by forecasting the future data from the previous
patterns. For this, the optimum dimension of the phase space must be evaluated [43, 44]. Conventionally, there are three distinct
methods available for optimum state space reconstruction, discussed as follows:

(1) Singular value analysis: In this method, the covariance matrix associated with the time series is estimated and the related
eigenvalues are calculated. The presence of high-dimensional noise in the time series constructs the floor of the eigenvalue
spectrum. The value of the optimum state space can be determined from that spectrum. The calculations used in this method
are simple though have some difficulties during the analysis of the outcome. It fails to differentiate between two dynamical
systems having nearly similar Fourier spectrums. Also, the method has a strong dependence on the notion of the noise floor,
thus inapplicable for colored noise [44].

(2) False neighborhood: A false neighbor is a point having a minimum distance from the input point, where the input space
dimension is smaller than the optimum space dimension. By increasing the distance between them by a scale factor, eventually,
the number of false neighbors leads to zero and the optimum dimension can be reached. This method is also simple but has
disadvantages too. Firstly, it is difficult to determine the exact value of the scale factor or criteria to identify a false neighbor.
Secondly, for oversampled data, the points close in time but distant in space can wrongly be considered as true neighbors.
Thirdly, if the embedding dimension becomes less than optimum, the distance between the neighbors remains unchanged for
the points outside the attractor. Finally, the method requires a large number of data [44].

(3) Saturation of attractor properties: In a dynamical system, an attractor is a set of states toward which a system tends to evolve.
This analysis is based on the concept of unfolding the attractor by a large dimension. As the optimum dimension has been
reached, the attractor properties dependent on the distance of the points in the phase space become independent of the embedding
dimension. The method needs a large set of data to properly estimate the optimum dimension, which is its only disadvantage
[44].

Previously, Chatterjee [44] established a probabilistic model based on the artificial neural network (ANN) to predict the 10.7 cm
radio flux in advance. In that paper, Chatterjee coined a modified technique to reconstruct the optimum state space by a variation
of this method based on entropy and information. In the modified method, an algorithm is developed to determine the optimum
dimension of state space by estimating the metric entropy of the time series. The most advantageous point of this analysis is that it
ensures minimum loss of information to reconstruct the optimum state space. As the value of the optimum dimension of the state
space is determined, the prediction time can be calculated by using this value in a mathematical relation. Then the value of the
prediction time is used in the ANN probabilistic model to generate output data by feeding the model a set of previous data. It was
observed that the model predicts 10.7 cm radio flux quite accurately in 1 day in advance and the methodology is suitable to predict
any time-series influenced by solar parameters. Since the Dst index is such a geomagnetic time-series, we consider this technique
of optimum space reconstruction to be fruitful enough for our present work. In our study, we follow the algorithm of optimum state
space reconstruction presented by Chatterjee [44], then instead of developing an ANN model as Chatterjee [44], we establish a novel
technique of predicting the Dst index based on pattern recognition.

2 Method

The proposed prediction algorithm in the current work follows the steps: (1) Conversion of the Dst index time-series to an n-bit
binary string using an adaptive delta modulation technique, (2) Formation of a set of pattern by taking m consecutive bits from the
binary string where the value of m ranges from 1 to n-1, (3) Recording of the number of occurrence of each pattern in the binary
string by applying the sliding window protocol, (4) Determination of the optimum value of the state space ‘M’ from the recorded
data by calculating the correlation sum, (5) To find out all the M-bit patterns from the binary string including their number of
occurrences, (6) Calculation of the probability of the least significant binary bit D0 being ‘1’ or ‘0’ in a M-bit pattern after a specific
combination of the rest of the bits DM-1…D2D1, (7) Formation of a general database for all the M-bit patterns of the 11-year solar
cycle, consisting of 2 M−1 number of patterns including the probability of occurrence of the least significant bit that calculated in
the previous step, (8) Establishing a probabilistic prediction model by using this general database and a demodulation algorithm,
where the model takes (M-1) consecutive real-time data in the input to generate the future value of the Mth data, (9) Comparison of
the probabilistic model output with the real-time Dst index after a suitable number of iterations. The acceptability of the model is
verified by calculating the correlation coefficient between the model output and the real-time Dst index series.

2.1 Converting the Dst index time series into a binary string using the delta modulation technique

Delta modulation technique can be regarded as a 1-bit differential pulse code modulation (DPCM) scheme. A reference signal is
initiated, the input signal is sampled, and then by comparing the reference signal with the input signal, the increase or decrease in
relative amplitude is determined. If the input signal has a higher amplitude than the reference signal, the value of the output is set
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to ‘1’ and the reference signal is increased by a predefined step size Δ. If the input signal has a lower amplitude than the reference
signal, the value of the output is ‘0’ and the reference signal is decreased by Δ. In both cases, the Δ is a multivalued predefined
variable and not the exact difference between the input and the reference signal. In this way, the difference value of the amplitudes
is quantized in only two levels, corresponding to the positive or negative differences, whereas a no-change condition causes the
modulated signal to remain at the same state of the previous sample. The output signal is a 1-bit binary data series that contains only
the change in information.

Delta modulation with limited adaptivity technique is a modified version of the classic delta modulation. Application of this
technique on a Dst index time series converts the series to a 1-bit binary string. Let Xi(t) is the input Dst index series having n
number of data, where t � 1, 2, 3, …, n. At first, a second series, Xr(t) known as the reference signal is computed from Xi(t). The
first three values of Xr(t) are the same as Xi(t), i.e.,

Xr (t) � Xi (t) for t � 1 to 3 (1)

For t > 3, to compute Xr(t) in general, the term Xr(t-1) is compared with the term Xi(t) to check if there is an increment or
decrement in the values. Here, If Xi(t) >Xr(t-1), there is an increment and a factor ΔI is added to the term Xr(t-1) to determine the
value of Xr(t). If Xi(t) <Xr(t-1), there is a decrement and a factor ΔD is subtracted from the term Xr(t-1) to determine the value of
Xr(t). The factor Δ is called the step size of the reference signal as it continues to track the change in values between two consecutive
steps. Mathematically, for t � 4 to n,

Xr (t) � Xr (t − 1) + �I when Xi (t) > Xr (t − 1) (2)

and

Xr (t) � Xr (t − 1)−�D when Xi (t) < Xr (t − 1) (3)

where

�I � KI × σD × 2d for 0 ≤ d ≤ 2 (4)

and

�D � KD × σD × 2d for 0 ≤ d ≤ 2 (5)

here KI and KD are two constants and σD is the standard deviation of the absolute differential values of the input series Xi(t) and is
calculated as:

σD �
√
√
√
√

1

(n − 1)

(n−1)
∑

t�1

[|Xi (t) − Xi (t + 1)| − XD
]2

(6)

where

−
XD� 1

(n − 1)

(n−1)
∑

t�1

|Xi (t)−Xi (t+1)| (7)

In Eqs. 4 and 5, the value of d is limited to only three values, 0, 1, and 2, explaining the name of the technique as ‘delta modulation
with limited adaptivity.’ If the increment (decrement) between the two terms, Xi(t) and Xr(t-1) continues for three consecutive steps,
the value of d becomes 0,1, and 2 for the first, second, and third step, respectively. But, if the fourth consecutive step also shows an
increment (decrement), the value of d is still 2 and remains so for any further consecutive increments (decrements). Whenever there
is a decrement (increment) in the next step, the value of d is reset to 0.

As the reference signal Xr(t) has been formed, the output series Ydm(t) is computed using the equations.:

Ydm(t) � 1 for Xr (t + 1) ≥ Xr (t) (8)

and

Ydm(t) � 0 for Xr (t + 1) < Xr (t) (9)

Thus, Ydm(t) becomes the delta-modulated 1-bit binary string output having (n-1) number of terms.
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2.2 Finding the number of occurrences of a pattern by sliding window technique

In this step, an m-bit data string or pattern is formed from the series Ydm(t) by taking m number of consecutive bits, starting from
the 1st bit of the series. As there are at least two points are required to construct a two-dimensional pattern and also the length
of the series Ydm(t) is (n—1), the value of m is in the range of 2 to (n – 2). Then by the sliding window technique, for m � 2 to
(n—2), the number of occurrences of all possible 2 m patterns in the series Ydm(t) is determined. For example, for m � 2 the series
Ydm(t) is scanned with the patterns 00, 01, 10, and 11. The method is repeated for all considerable values from m � 2 onward and is
stored carefully. A database is formed for different values of m and each of them contains a 2 m number of patterns including their
respective number of occurrences in the series Ydm(t).

2.3 Determination of the optimum state space

A state space is a multi-dimensional space of all possible configurations of a system. It is a useful abstraction for reasoning about the
behavior of a given system and applies to all types of systems like single input single output systems, multiple inputs and multiple
outputs systems, linear and nonlinear systems, time-varying, and time-invariant systems. The state in the state-space analysis refers
to the smallest set of variables whose knowledge at the initial time together with the knowledge of input for the successive future
time gives the complete knowledge of the behavior of the system at any time t. The state variables in the state space analysis are the
smallest set of variables that help us to determine the state of a dynamical system.

When the state space is continuous it is often a smooth manifold. In this case, it is called the phase space. A phase space can also
be infinite-dimensional. A dynamical system consists of abstract phase space or state space, whose coordinates describe the state
at any instant, and a dynamical rule that specifies the immediate future of all state variables, given only the present values of those
same state variables. Mathematically, a dynamical system is described by an initial value problem. The implication is that there is
a notion of time and that a state at one time evolves to a state or possibly a collection of states at a later time. Thus, states can be
ordered by time, and time can be thought of as a single quantity.

A dynamical system is deterministic if there is a unique consequence to every state or it is stochastic where there is a probability
distribution of possible consequents. It can be discrete or continuous time. The Discrete-time system has its states evaluated only
after certain discrete intervals. It is a combination of a state space, a set of time, and a set of evolution rules. A dynamical system
can be considered as a model describing the temporal evolution of a process. The evolution rule provides a prediction of the next
state or states that follow from the current state space value. The rule is deterministic if each state has a unique consequence, and
is stochastic if there is more than one possible consequent for a given state. A stochastic evolution with discrete time but continuous
phase space is an iterated function system. In this case, there is a collection of functions f α indexed by parameters α. The evolution
is random with the next state st+1 � f α(st) where α is selected from a probability distribution.

Now, to understand the dynamics of a stochastic discrete time series, the development of the evaluation rules are required. To
develop such a set of rules, the entire series is divided into many m-dimensional hyperspaces and each of them is assigned a state
variable that carries some pieces of information. Then the rules are created based on the dimension along with the information
extracted from those state variables. As the hyperspace can be considered of any dimension, the developed rules will be different for
their increment in dimension resulting in a rapid variance in the evaluation process. Each hyperspace holds a piece of information
that may be meaningful or meaningless depending upon the value of their dimension. Needless to say, the meaningless information
can only lead us to unnecessary complexity to develop the evaluation rules that can ruin the dynamics of the system. To overcome
this problem, a set of meaningful rules having finite dimensions and appropriate information are required to analyze such a stochastic
evaluation process. That is called the reconstruction of the optimum state space.

In the 2001 paper, Chatterjee [44] discussed the reconstruction of the optimum state space in detail and opted for the method
namely ‘saturation of attractor properties.’ In a dynamical system, an attractor is a set toward which a variable evolves over time
i.e., points close to the attractor remain nearby despite slight disturbance. The attractor is a region in n-dimensional space. It can
be a point, a finite set of points, a curve, a manifold, or even a complicated set with a fractal structure. The method, ‘saturation of
attractor properties,’ unfolds the attractor by a large dimension. In this method, when the optimum dimension has been reached, the
attractor properties dependent on the distance of the points in the phase space become independent of the embedding dimension.
The only limitation of this method is the requirement of a large set of data to properly estimate the optimum dimension. Since we
are using a dataset that is large enough and the method ensures minimum loss of information to reconstruct the optimum state space,
it is considered the most suitable one for our analysis. The method is described as follows:

Consider a dynamic system that is represented by a time series of XT , X2T , …., XNT where N is the number of the observational
values and T is the time interval. The state of the system is located in an m-dimensional hyperspace by a point having the coordinates
XT , X2T ,.…, XmT . The state at t � t + 1 is denoted by X2T , X3T ,.…, X(m+1)T , and so on, whereas the position vectors of each point
are X1, X2,.…, XN . The trajectory of the system is the connecting line of all these points in order and the attractor is the region
where the trajectory repeatedly returns. Now, by choosing a large enough dimension, the attractor can be unfolded properly. If the
necessary mth dimension has been attained, all the properties of the attractor which are dependent on the distance of points in the
phase space become independent of the value of the embedding dimension and no more information will be available beyond that
dimension [45]. In this case, the data are a 1-bit binary string, and also no further sampling is required as the series is discrete with
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some specific resolution. Now, considering the initial state is known with precision r, we are calculating the correlation sum that
consists of centring the hypersphere on a point in phase space, letting the radius of the hypersphere grow until all points are enclosed
[46]. The correlation sum C(r, m, N) is a function of the Hamming distance r, dimension m, and a total number of data N and is
expressed as:

C(r,m, N ) � 1

2m−1

N
∑

j�1

G j (r ) (10)

To calculate C(r, m, N), the value for all the points lying within the range of r from a point is taken into account. The Hamming
distance r is a metric for comparing two binary data strings of equal length or more specifically, it is the distance between two binary
strings. In our case, we have taken a binary set of consecutive patterns having dimension m and Hamming distance r � 1 i.e., the
minimum Hamming distance is considered for the analysis. Also, the bit sequence of the two patterns in the set is exactly similar
from Dm to D1 except for the only difference in the least significant bit D0 (LSB) to retain the r � 1. If the number of occurrences
of the pattern having D0 � 0 is O0 and D0 � 1 is O1, the expectation, Gj(r), of D0 to be appeared as ‘1’ over ‘0’ is:

G j (r) �
[

O1

O0 + O1
− 0.5

]2

(11)

In this way, the expectationsGj(r) are calculated for all sets of patterns in the database obtained from the sliding window technique.
Thus, the optimum state space can be estimated from each yearly time series by calculating C(r, m, N) for different values of

dimension m. A graph of the generalized correlation sum C(r, m, N) is plotted against the increasing value of m. At a particular point
of m � M, where the slope of the plot becomes opposite in direction, the optimum state space is achieved beyond which no further
information is available. Though the concept is generally associated with thermodynamics, in information theory it is defined as the
amount of information required to locate the system in a specified state [47].

2.4 Finding M-bit patterns

As the optimum dimension M is estimated, the next part of the work is to find all the distinguished M-bit patterns from the binary
string Ydm(t). A maximum of 2 M patterns can be found. The patterns and their number of occurrences in the string Ydm(t) are
recorded to form a complete general database considering the entire 23rd Solar cycle.

2.5 Probability calculation

Let us denote an M-bit pattern as DM-1…D1D0. A study of the database can determine the probability of the LSB D0 to be ‘1’ or
‘0’ after a specific combination of the rest of the bits DM-1…D2D1. For example, consider an optimum dimension M � 4, where
a specific set of a pattern has unit Hamming distance at LSB. Say, the set contains two consecutive binary patterns that are 0000
and 0001 having the number of occurrences 40 and 60, respectively. Thus, for the combination D3D2D1 � 000, the probability of
occurrence P(D0 � 0) is 0.4 and P(D0 � 1) is 0.6. Mathematically, the probability

P(D0 � 0) � O0

O0 + O1
(12)

and

P(D0 � 1) � O1

O0 + O1
(13)

where the number of occurrences of the pattern having D0 � 0 is O0 and D0 � 1 is O1.
In this fashion, the entire general database ofM-bit patterns associated with the binary string Ydm(t) is analyzed and the probability

of occurrence P(D0 � 0) and P(D0 � 1) for all the combinations of DM-1…D2D1 are determined and stored. Now, the application
of this general database can estimate the Mth value of any real-time series from its previous (M-1) data.

2.6 Prediction model

The model is based on the general database. The input to the model is a real-time Dst index series, Xi(t). The model requires (M-1)
consecutive data of the input series to predict the Mth data. As the model receives the first (M-1) number of input data, i.e., the values
of Xi(t) for t � 1 to (M-1), it converts the (M-1) input data series into a binary string DM-1…D2D1, using the delta modulation
method discussed in 2.1. The probability of occurrence P(D0 � 0) or P(D0 � 1) for this particular combination DM-1…D2D1 is
found from the database of patterns. The value of D0 is determined according to the value of P. D0 is either ‘1’ or ‘0’. The final
output YDst(t) is determined by demodulating the value of D0 in its analog form using the following eqs. In the case of D0 � 0,

YDst(t) � Xi (t − 1) − KD × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 1
d � 1 when DM−2 � 1 and DM−1 � 0
d � 2 when DM−2 � 0 and DM−1 � 0

(14)
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and in the case of D0 � 1

YDst(t) � Xi (t − 1) + KI × σD × 2d

⎧

⎨

⎩

d � 0 when DM−2 � φ and DM−1 � 0
d � 1 when DM−2 � 1 and DM−1 � 1
d � 2 when DM−2 � 0 and DM−1 � 1

(15)

where φ � don’t care condition i.e., either 0 or 1, the values of KI and KD are prefixed, and the standard deviation of the absolute
differential values of the input series is σD which is considered as unity for estimating the data of the 24th solar cycle. The first
output data of the model are generated at t � M using the values of the input Xi(t) for t � 1 to (M-1). In the next step, again
(M-1) consecutive input data, i.e., values of Xi(t), for t � 2 to M, are required to produce the output at t � M + 1. In this way, the
model generates every M th data from the previous (M-1) data and continues to do so for all the next t values, generating a simulated
output series, namely YDst(t). To verify the effectiveness of the model, the model output YDst(t) is compared with the real-time Dst
index series Xi(t) and the associated correlation coefficient Cc, the mean absolute error Ema and the root-mean-square error Erms

are determined. The following eqs. are used to calculate the said three quantities:

Cc � Cov[Xi(t), YDst(t)]√
Var[Xi(t)], Var[YDst(t)]

(16)

Ema � 1

n

n
∑

t�1

|Xi(t) - YDst(t)| (17)

Erms =

√
∑n

t�1 [Xi(t) − YDst(t)]2

n
(18)

3 Data source

Here we used the hourly averaged Dst data from the year 1997 to the year 2018 as extracted from NASA/GSFC’s OMNI data set
through OMNIWeb. The OMNI data were obtained from the GSFC/SPDF OMNIWeb interface at http://omniweb.gsfc.nasa.gov
[48].

4 Results and discussion

Every solar cycle has it’s rising, maximum, declining, and minimum phases. Also, the geomagnetic storm can be classified into
several categories, namely weak, moderate, strong, severe, and great storm. The Dst index belongs to the different categories are
usually analyzed and studied separately. But, in our case, the model has been analyzed using the real-time Dst index data of each
year of the 23rd solar cycle, i.e,. from the year 1997 to 2007, that includes all the phases of the solar cycle and are not segregated
between the different storm period. Initially, the input Dst index series Xi(t) is converted to a 1-bit binary string Ydm(t) using the
delta modulation technique discussed in the method sect. While analyzing the nature of the Dst index, it is found that the rising and
the falling properties of the index series are different. The rising of the series is much slower compared to the falling. So, KI and KD

are two different constants assigned corresponding to the increment and decrement phenomenon and estimated experimentally to
their best suitable values. Now, the 1-bit binary string Ydm(t) is demodulated as Yddm(t)to test the accuracy of modulation. For every
year of the entire 23rd solar cycle, the correlation coefficients are calculated between the original series Xi(t) and the demodulated
series Yddm(t) and considered as the accuracy of modulation. The value of KI and KD are calculated as KI � 0.54 and KD � 1.30
to achieve the highest accuracy of modulation i.e., 92% ~ 97% in our case.

Once the binary string Ydm(t) is obtained, all the possible patterns are determined using the sliding window technique. Now,
the smallest binary pattern can be constructed using at least two successive data points. Thus, the correlation sum C(r, m, N) is
calculated starting from m � 2. By increasing the dimension m gradually, the C(r, m, N) gained the highest value. Upon further
increment, the corresponding value started decreasing and at m � 16, the value of the C(r, m, N) became sufficiently small to expect
any increment thereafter. The decrement of the correlation sum indicates the inadequacy of any new information The process is
executed for all eleven years of the 23rd Solar cycle to get a general database of patterns for m � 2 to 16. Table 1 shows the values
of the embedded dimension vs correlation sum for the 1-h Dst index, respectively, for the range of the years 1997–2007.

The correlation sumC(r,m,N) is calculated considering the probability of occurrences of each pattern i.e., their actual contribution
in the data series. The nature of patterns present in each year is different along with their number of occurrences. A significant number
of common patterns are observed throughout the entire cycle, whereas a small number of distinguished patterns occur only once.
As a result, the degree of predictability varies for each year, hence the difference in yearly maximum correlation sum. Figure 1 is
the graphical representation of the plots for embedded dimension m versus mean value of the correlation sum of 11 years associated
with the 1-h Dst index series. As seen in Fig. 1, for the Dst index, the optimum state space is achieved for dimension M � 10. It
signifies that the hourly Dst index series has the highest substantial correlated information up to 10 h and no more new information
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Table 1 The year-wise correlation
sum C(r, m, N) is plotted for
increasing value of dimension
m for 1-h Dst index for the entire
23rd solar cycle

Dimension Year

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

2 0.0158 0.0038 0.0040 0.0046 0.0058 0.0041 0.0043 0.0045 0.0047 0.0037 0.0037

3 0.0355 0.0188 0.0213 0.0245 0.0253 0.0192 0.0231 0.0234 0.0257 0.0192 0.0173

4 0.0443 0.0486 0.0539 0.0584 0.0613 0.0461 0.0601 0.0579 0.0645 0.0493 0.0468

5 0.0496 0.0506 0.0587 0.0633 0.0681 0.0478 0.0611 0.0625 0.0676 0.0531 0.0502

6 0.0539 0.0545 0.0610 0.0699 0.0681 0.0503 0.0706 0.0706 0.0686 0.0585 0.0544

7 0.0614 0.0591 0.0659 0.0703 0.0744 0.0545 0.0800 0.0786 0.0737 0.0619 0.0576

8 0.0713 0.0635 0.0821 0.0918 0.0927 0.0629 0.0879 0.0916 0.0870 0.0815 0.0731

9 0.0938 0.0838 0.0891 0.0956 0.1001 0.0850 0.0955 0.0957 0.1081 0.0906 0.0870

10 0.1003 0.0979 0.0871 0.0950 0.1002 0.0905 0.0989 0.0996 0.1025 0.0952 0.0961

11 0.0965 0.0940 0.0898 0.0987 0.0950 0.0940 0.0960 0.0919 0.0957 0.0942 0.0941

12 0.0861 0.0892 0.0837 0.0875 0.0827 0.0873 0.0833 0.0805 0.0852 0.0845 0.0882

13 0.0740 0.0767 0.0723 0.0713 0.0673 0.0773 0.0695 0.0674 0.0691 0.0727 0.0767

14 0.0608 0.0611 0.0571 0.0549 0.0521 0.0619 0.0534 0.0526 0.0519 0.0592 0.0611

15 0.0450 0.0449 0.0418 0.0392 0.0371 0.0454 0.0384 0.0383 0.0368 0.0438 0.0448

16 0.0304 0.0307 0.0285 0.0261 0.0246 0.0312 0.0261 0.0263 0.0243 0.0298 0.0308

Fig. 1 The 11 years mean values
of the correlation sums C(r, m, N)
are plotted against dimension
m for the 1-h Dst index series
considering the 23rd solar cycle

can be retrieved from the series beyond that limit. Thus, resting on the current data point i.e., 9th data point and using the last 8 data
points corresponding to the last 8 h, the 10th data point or one-hour advanced data can be estimated using those patterns.

Concerning that estimation, all the 10-bit distinguished patterns for the series Ydm(t) are identified and stored. The highest possible
combinations of binary string for Dst index are 1024 (as 2 M � 1024, where M � 10). For the series, all the possible combinations of
binary strings are added sequentially for 11 years to consider every single occurred pattern. Figure 2 illustrates the binomial degree
distribution of the number of occurrences of the patterns for M � 10 for the hourly Dst index series, which indicates the presence
and absence of the entire set of patterns for the 23rd solar cycle.

The demodulated waveforms of some scale-free and periodically occurred patterns are shown in Fig. 3 where the relative
amplitudes are plotted in the y-axis. The pattern corresponding to Fig. 3a is the most common and occurred more than 1500 times.
Figure 3b, c, and d are chosen randomly from the range of occurrence between 1500 and 1000, 1000 and 500, and 500 and 100,
respectively. Studying the database, the probability P(D0 � 0) and P(D0 � 1) for all these patterns are also estimated and included
in the database.

As the general database had been formed, the next step is to study the prediction model of the Dst index discussed in Sect. 2.6
based on this database. The prediction model is analyzed for all the years of the 24th solar cycle, i.e., for the years 2008–2018 using
the general database derived from the data of the previous 23rd solar cycle.

The value of M � 10, which means nine previous consecutive bits are required to generate the 10th data. Thus, the input to the
prediction model is any set of nine consecutive values of the real-time Dst index Xi(t) to generate the predicted output YDst(t) for the
next t. As there is a probability factor in estimating the output YDst(t), the model is simulated for numerous iterations, Ir � 1 to 250.
After each iteration, YDst(t) is compared with the real-time series Xi(t) and the associated correlation coefficient is estimated. Table
2 shows the value of the correlation coefficients Cc, mean absolute error Ema, and root-mean-square error Erms between the original
Dst index Xi(t) and the predicted model output YDst(t) after 250 iterations for the entire 24th solar cycle. Figure 4 demonstrates
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Fig. 2 The Binomial degree distribution of the number of occurrences of the patterns is plotted for dimension M � 10 for 1-h Dst index series for the entire
23rd solar cycle. The decimal equivalents of the binary patterns or words are plotted sequentially on the x-axis

Fig. 3 The demodulated
waveform of four periodically
occurred patterns are shown where
the corresponding binary
sequences are a 0111001110,
b 1100111011, c 1001110110,
and d 1110010011. The number
of their occurrences are 1509,
1000, 671, and 174

the correlation coefficients between Xi(t) and YDst(t) for an increasing value of the number of iterations Ir � 1 to 250, for the year
2016. The plot shows that the model becomes stabilized at Ir � 250 quite well.

It is observed from Table 2, that the correlation coefficients between the original Dst index Xi(t) and the model output YDst(t)
are greater than 90% for each of the years of the 24th solar cycle, establishing the acceptability of the probabilistic model. Also,
the associated values of mean absolute error and root-mean-square error are sufficiently small. The result indicates that the model
can predict the Dst index data one hour in advance taking only the previous nine consecutive real-time Dst values as input. For a
comparative study, the original Dst indexXi(t) and the model output YDst(t) for the year 2016 are shown in Fig. 5a and b, respectively.
Also, for detailed observation, the two series consisting of 5 days of data ranging between 3 May and 7 May of the same year is
plotted in Fig. 5c for the same year.

The entire analysis reveals some prominent features about the probabilistic model and the overall method. A yearly continuous
dataset of the real-time Dst index for each of the eleven years of the 23rd solar cycle is considered here to construct the pattern
database. No segregation is made in the Dst dataset based on the phase of the solar cycle or the intensity of the geomagnetic storm.
Thus, the model is applicable for the Dst index at any period, be it a quiet time or an intense storm. Then the delta modulation
converts the analog Dst index series into a 1-bit binary string. Patterns, extracted from an analog signal, do not show scale-free or
scale-invariant behaviors. But as the signal is transformed into a binary string in this method, the identified patterns are scale-free.
The scale-invariance properties of the identified patterns are much useful to find any similar pattern of variable amplitude, which
aids to construct the database consisting of all the patterns hidden in the structure of the Dst index series. Also, the optimum state
space is reconstructed to identify the length of the optimum information in the hyperspace of the Dst index series. As observed
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Fig. 4 The value of the correlation coefficients between the original Dst index Xi(t) and the predicted model output YDst (t) is plotted against the number of
iterations performed for the year 2016

Table 2 shows the value of the
correlation coefficients Cc, mean
absolute error Ema, and
root-mean-square error Erms
between the original Dst index
Xi(t) and the predicted model
output YDst (t) after 250 iterations
of the 24th solar cycle

Year Correlation coefficient Cc Mean absolute error Ema Root-mean-square error Erms

2008 0.9488 2.6275 3.5234

2009 0.9285 2.4877 3.3017

2010 0.9542 2.7175 3.6655

2011 0.9595 2.9842 4.3502

2012 0.9757 3.1861 4.5221

2013 0.9683 2.9979 4.2113

2014 0.9636 3.1088 4.2498

2015 0.9725 3.5395 5.1543

2016 0.9615 3.1705 4.3541

2017 0.9611 3.1973 4.4571

2018 0.9570 2.8031 3.7861

from the result, no extra information can be retrieved from the series beyond the dimension M � 10, it is the optimum value of
the state space. The saturation of attractor properties, used here to reconstruct the optimum state space, ensures minimum loss of
information while estimating the optimum value. It is one of the key features of this method. Moreover, the model has a minimum
dependency on external factors. A future Dst index value can be estimated only by using a finite set of previous Dst values and the
pattern database as the input to the model. No other solar wind parameters or interplanetary magnetic field data are required. In the
current analysis, the pattern database is constructed using the hourly real-time Dst index of the 23rd solar cycle. Using this database
and nine previous values of Dst data, the model can predict the tenth Dst value in one hour advance for the entire 24th solar cycle,
with a correlation coefficient up to 97.57%. Further, the maximum mean absolute error and root-mean-square error are found to be
sufficiently small, 3.5395 and 5.1543, respectively.

5 Conclusion

The Dst index is a measurement of the geomagnetic activities on Earth and is widely used to indicate the intensity and occurrence
of geomagnetic storms. Identifying significant patterns enfolded in the hidden layers and extracting substantial information from
the inherent structures can be extremely rewarding in developing a successful forecasting algorithm. Moreover, an insight into the
complex physical structure of this natural time series explains a lot of its characteristic features and dynamical behaviors. In this
paper, we introduce a new method to predict the Dst index based on the concept of pattern recognition and optimum state space
reconstruction. The analysis is a composite one; first to identify and characterize the significant patterns hidden in the structures of the
1-h Dst index series and then, development of a probabilistic model based on these patterns to forecast Dst data long before its actual
occurrence. The algorithm includes adaptive delta modulation to convert the series into a binary string, the reconstruction of the
optimum state space, construction of a database containing the probability of occurrence of the pattern, and finally, the development
of a probabilistic predictive model to estimate the future data in one hour advance. The model has two inputs, the first one is the
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Fig. 5 a The original 1-h Dst index Xi(t) for the year 2016, b the model output YDst (t) for the same year, and (c) a comparative of the two series consisting
of 5 days of data ranged between 3 May 2016 and 7 May 2016

database of the pattern created using the data of the entire 23rd solar cycle, and the second one is any set of nine consecutive data of
the real-time Dst index of the 24th solar cycle to predict the 10th value. The predicted output is compared with each yearly data of
the 24th solar cycle based on three parameters namely correlation coefficient, mean absolute error, and root-mean-square error for
the statistical validation of the model. It has been observed that the values of the correlation coefficients between the real-time and
predicted series are more than 90% for each of the years whereas the associated values of mean absolute error and root-mean-square
error are significantly small. These results established the predictive performance of the model quite in a good way, using the database
formed from the data of the 23rd solar cycle to predict the data of the next 24th solar cycle. Also, the model needs only the previous
values of the real-time Dst index to predict the future value in one hour advance and no other data of geomagnetic indices or solar
wind parameters are required for this method. One hour is sufficient to activate any controlling system to temporarily shut down the
electrical hardware or power grids to save them from the perils of the coming storm. Moreover, the model takes a moderate number
of iterations to be stabilized making a much lower computational time. Again, the study also revealed that the underlying physical
structure of the Dst index is a complex composition of numerous distinguished patterns, occurring through the series in various
frequencies. Some common patterns repeat through the entire solar cycle numerous times, whereas some are not. A small number
of distinguished patterns occurs only once. As a result, the degree of predictability, as well as the maximum correlation sum, varies
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in a small range for each year. Finally, for the Dst index, the optimum state space is achieved for the dimension M � 10, denoting
no more new information can be retrieved from the time series beyond this particular dimension.

Geomagnetic disturbances on Earth are a complex phenomenon, and a powerful storm is need to be predicted a sufficient time
before saving society from its adverse effects. Dst index, the global measurement of the geomagnetic storm, also represents the
internal dynamical nature of this natural event, an overlapping of various physical processes or patterns forming an intricate structure.
The current study was focused to identify and analyze the characteristics of these patterns enfolded in the dynamical structure of
the Dst index to develop a successful prediction algorithm for this time series and in general, geomagnetic storm. The structure
and traits of these patterns are very much intriguing and demand detailed study in the future to gain a much deeper knowledge of
geomagnetic disturbances. The database of patterns can be continually updated with time incorporating all the available data to get
various types of patterns and much more accuracy in predicting the future value.
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A B S T R A C T   

Agricultural wastes management is one of the biggest burdens in the 21st century. To reduce 
pollution from agricultural waste, different types of research have been conducted to convert 
agricultural wastes into value-added products. In recent decades, agricultural wastes are utilized 
as source material for nanoparticle synthesis. Nanoparticles with large surface area, small size, 
biocompatibility, and adjustable functionalization are now booming in different areas of science 
and technology. Among different types of nanoparticles, the silica nanoparticles (SiNPs) were 
favored to synthesize from agro-wastes as the major agricultural crop residues are silica enriched, 
especially the cereal crops. Moreover, the bound silica in the agricultural wastes is conventionally 
extracted by thermal, chemical, and biological treatment. Owing to the structural flexibility, 
tuneable pore size, and less toxicity made the SiNPs are more attractive to use in various fields 
than other metallic nanoparticles. SiNPs are now extensively used in biomedical, agricultural, and 
environmental remediation purposes. This review paper is an assemblage of different approaches 
aimed to synthesize nanosilica from agro-wastes along with its potential application areas.   

1. Introduction 

Agricultural activities produce a substantial amount of agro-wastes. The use of agricultural crop residues in the production of value- 
added products like nanoparticles, pulp, biochar, organic fertilizer and biogas, etc might be a significant solution to the problem of 
agro-waste disposal (Bhuvaneshwari et al., 2019; Nagendran, 2011). The burning of agricultural waste or crop residue was also 
considered to pose a serious health risk (Nagendran, 2011). Apart from exposing most individuals in the immediate vicinity to high 
quantities of particulate matter, it is also a major cause of regional pollution (Bhuvaneshwari et al., 2019). However, the alarming 
increase in air pollution, particularly in 2015 and beyond, the substantial increase in air pollution level has been observed due to the 
burning of agricultural wastes in various parts of the world which has drawn the attention of different international agencies to level 
out the issue of management of agricultural waste. East Asian countries like China, India, Pakistan, and Bangladesh are the major 
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grower of cereal crops. China is one of the largest carbon emitters in the world followed by India (FAOSTAT, 2021. http://www.fao. 
org/faostat/en/#data/GB). According to earlier studies, in-situ agricultural crop residue combustion in Asian nations was claimed to 
represent more than 33% of total biomass combustion (Chen et al., 2019). India, the world’s second-largest agro-based economy with 
year-round crop cultivation after China. The Indian Ministry of New and Renewable Energy (MNRE) states that India produces a total 
of 500 Million Tons (Mt) of crop residue each year. Part of this 500 Mt of agricultural residue has been used for fodder and other 
purposes, however, the rest of the residue (92 Mt) is still burnt in different agricultural fields across India. (NPMCR, 2014). Over the 
last few years, environmentalists from all over the world have turned their attention to the agricultural sector to develop a proper plan 
for reducing agro waste. There are so many avenues to utilize agro-waste for sustainable redevelopment and reuse. Nanotechnology is 
such an avenue that has immense potential to explore for mitigation of agro-waste. Nanotechnology is one such option with enormous 
potential for reducing the agro-waste problem. Nanotechnology has provided a solution for the long-term conversion of agricultural 
waste into recyclable raw materials that can be processed and utilized in a range of applications, as well as a raw material for 
nanomaterial synthesis. In an attempt to protect the environment from the uprising agricultural waste, researchers investigated the 
possibility of evaluating agricultural waste and by-products in the manufacture of many materials such as composite materials like 
(Bahrami et al., 2018; Bhuvaneshwari et al., 2019), adsorbents (Liu et al., 2013; Mullick et al., 2018; Tang et al., 2018), fillers 
(Masłowski et al., 2018; Pongdong et al., 2018), additional cement materials (Ataie and Riding, 2016; Binici et al., 2008) and even 
silica-based materials (Chen et al., 2010; Kamath and Proctor, 1998; Ma et al., 2016; Soltani et al., 2017). 

Silica is one of the abundant elements present on earth and is mainly found in sand, quartz, flint, and a variety of other minerals. 
The Spatial atom of Si shows tetrahedral coordination with four oxygen atoms around the central Si atom. The illustration of the both 
amorphous and crystalline structure of silicon dioxide was shown in Fig. 1a and b, respectively. The four SiO4 tetrahedra oxygen atoms 
are shared by each of the more thermodynamically stable crystalline forms of silica, yielding a net chemical formula like SiO2. The 
central tetrahedron is shared with all four of the α-quartz unit cells in the corner shown in Fig. 1b. Two of its corner oxygen atoms are 
shared with the two tetrahedral-centered faces and only one of its oxygen atoms shares with the other SiO4-tetrahedrons on the four- 
edge tetrahedral. Maximum vertices of twenty-four for this section of the seven SiO4 tetrahedra are considered as part of silica unit 
cells. SiO2 exists in two forms i.e., amorphous and crystalline. All crystalline shapes include a SiO4 tetrahedral structure, which, 
excluding stishovite and fibrous silica, is connected in different arrangements. The framework silicates are also known as silica of SiO2. 
The silicon-oxygen bonding system differs depending on its crystal shapes. In the case of α-quartz, the length of the bond is 161 p.m., 
where, as in α-tridymite, it is between 154 and 171 p.m., respectively. Based on their composition the Si-O-Si bond angle ranges from 
low values of 140◦ (α-tridymite) to 180◦ (β-tridymite) (Wiberg et al., 2001). The Si-O-Si bond angle in α-quartz is 144◦ and the length of 
bone between Si and O is 1.60 Å. The arrangement relies on the properties of silica. The molar weight and silica densities were 60.08 g 
mol− 1 and 2648 g cm− 3, respectively. Solubility in water depends heavily on its crystalline form. Silica nanoparticles have a broad 
spectrum of applications. It is used as drivers, semiconductor and medical appliances, sensors, coatings, rubber, plastics, cosmetics, 
and catalysts, etc. In the area of photon properties and transmissions (like fibers), energy recovery, and electronics, there has been 
increasing demand for nanosilica due to its adjustable properties and small module (Nguyen et al., 2019). Usually, amorphous silica 
produces from quartz sand that requires high temperature and pressure (Faizul et al., 2013). Sol-gel is another method that has been 
used for silica production but this procedure is not feasible due to the high cost of raw material. The production of nanosilica from 
agro-waste products not only gives rise to new synthetic methods because of the abundance of silica present in various agro-waste 
materials but also opens avenues to minimize agro-waste pollution. Keeping all this in the background, the goal of this study is to 
highlight the various agro-wastes that can be used as raw materials for SiNP synthesis; assess available techniques to produce SiNPs 
from various agro-waste, and address the application of SiNPs in different fields. 

Fig. 1. Graphical illustration of amorphous silica (a) and crystalline silica (b).  
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2. Global burden of crop residue burning 

The agricultural sector plays a significant part in the world’s overall economic development. A large number of agricultural ac-
tivities for securing food demands, resulting in an overall increase in environmental pollution and waste. A limited quantity of crop 
residue has been traditionally used as animal bedding, cattle fodder, and rests are either burned down or left to landfill areas. The 
burning of biomass is a popular phenomenon worldwide, which has a great impact on air, soil, and water pollution. Crop residue 
burning in the field not only produces a huge amount of greenhouse gases (CHGs) but also destroys soil fertility and biodiversity 
(Pushpa and Lohani, 2018). The burning of crop residues in different countries is varied and depends on the pattern of crop residue 
usage in every country. According to the Food and Agricultural Organization of the United Nations (FAOSTAT) in Asian countries, 
almost 50% of the crop residues are burnt on agricultural fields (http://www.fao.org/faostat/en/#data/GB). China, India, Russian 
Federation, Brazil, and the USA are the five major countries that massively burnt crop residue in the agricultural fields (Fig. 2). So, 
instead of burning the crop residue, the produced crop residues can be utilized in the various sector to minimize agro-wastes-related 
issues. 

3. Types of crop residue utilized for SiNP synthesis 

After harvesting, the residual component, also known as crop residues, contains both plant residues left over from harvest as well as 
processed residues that are still useful after all manufacturing processes have been completed. Stalks and stubbles (straws), leaves, and 
seed pods are common examples of field residues and some examples of processed wastes are bagasse and sugar cane molasses. These 
agricultural wastes can be utilized as a precursor of silica (Fig. 3). The major benefit of utilizing agricultural waste is that it is readily 
available at the end of each harvesting season. As a result, agricultural waste-based nanoparticle synthesis methods are always more 
cost-effective than other approaches. The chemical composition of these agro-based crop wastes was provided in Table 1. Silica is 
found in agricultural plant ash residues, along with metal and alkali oxides such as Fe2O3, Al2O3, ZnO, MnO, CuO, TiO2, Sr2O3, K2O, 
MgO, CaO, Na2O, and others. Crop residues have a SiO2 concentration that ranges from 9 to 93%. Some intermediate Si-accumulating 
dicots, such as rapeseed, mustard, and groundnut have lower SiO2 concentrations of up to 50% by weight. Due to their active silica 
absorption, crop residues from monocotyledonous plants, such as sorghum, rice, wheat, and corn, have significant amounts of silica, 
reaching up to 90 wt % (Setiawan and Chiang, 2021). Due to the high silica content of cereal crops and the availability of cereal crop 
residues, researchers all over the globe have been attempting to synthesis biogenic silica from cereal crop waste (Arumugam and 
Ponnusami, 2013; Bhagiyalakshmi et al., 2010; Binod et al., 2010; Drummond and Drummond, 1996; Okoronkwo et al., 2013; Pur-
nomo et al., 2011; Rangaraj and Venkatachalam, 2017). 

3.1. Rice husk and straw 

Rice husk is a major residue that came after the de-husking of rice. The rice husk is a common rice milling leftover that is mostly 
composed of cellulose (28.7–35.6%), hemicellulose (12.0–29.3%), lignin (15.4–20.0%), and silica (8.7–12.1%) (Isikgor and Becer, 

Fig. 2. Graphical representation of world’s top 10 emitters country, CO2 equivalent (Derived or calculated from FAOSTAT data.  
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2015; Liu et al., 2017). Rice plants obtain silica by polymerizing water–soluble silicic acid (H4SiO4) absorbed from the soil into 
insoluble polysilicic acids, which are then precipitated as amorphous silica and deposited in plant cell walls (Bhattacharya and Mandal, 
2018). The silica present in rice husk is the most amorphous hydrated form of SiO2. Other than raw rice husk, processed rice husk 
biomass like ash was also utilized for the production of SiNPs (Mor et al., 2017). Rice husk ash (RHA) is produced after the combustion 
of rice husks and is widely available, particularly in rice-growing nations (Steven et al., 2021). Surprisingly, RHA has a silica con-
centration of about 80–95 wt %, attracting it to be used for industrial purposes. Nanoparticles with a purity of about 99.9% can be 
obtained from RHA. Rice husk contains various other impurities other than silica like K2O, Na2O, and Fe2O3 in little amount, which 
may be percolated by acid treatment (Kasinathan et al., 2010; Thuadaij and Nuntiya, 2008). Like rice husk, rice straw also consists of 
lignocellulose (32–47%), cellulose (19–45%), lignin (5–24%), and silica (10–15%) (Dutta et al., 2014). Rice straw is also a good source 
of silica and approximately 10 million tons of silica can be produced from unused rice straw (Dutta et al., 2014). 

3.2. Wheat straw and husk 

Wheat is another cereal crop that is largely cultivated and as a result that a huge amount of agro-waste has been produced every 
year from wheat straw and husk (600–900 Mt) (Yemiş and Mazza, 2012). Wheat straw has risen to prominence as a source of silica in 

Fig. 3. Generalised illustration of Chemical, Thermal, and Biological treatments performed for synthesis of SiNPs from various agro-wastes.  

Table 1 
Chemical composition of agricultural waste ash utilized in silica nanoparticle synthesis.  

Composition SiO2 

(%) 
CaO (%) Fe2O3 

(%) 
MgO (%) K2O (%) Others 

(%) 
Ref. 

Rice husk 80–97 0.5–2 0.1–0.5 3.05–2 0.2–3 1.5–4.5 (Faizul et al., 2013; Patel et al., 2017b; Sapawe et al., 
2018) 

Wheat straw 50–55 8–10 0.5–2 2–2.5 8–12 4–6 Patel et al. (2017b) 
Bamboo leaf 60–80 7.5 1–1.5 1.8–2 6.5–6 7.6–8 (Madani Hosseini et al., 2011; Olutoge and Oladunmoye, 

2017) 
Sugarcane 

bagasse 
50–97 1–2 3–4 0.5–1 4.2–4 5.1–15 (Rahman et al., 2015; Rovani et al., 2018) 

Corn cobs 8.5 10.7 1.16 10.2 0.79 5–15 El-Sayed and Khairy (2017) 
Palm kernel shell 42.6 4.3 5.6 2.20 0.50 1–1.7 Osuji and Lukuman (2018) 
Coconut Shell 38 5 15.5 1.9 0.83 30–35 Utsev and Taku (2012) 
Ground nut shell 41.42 11.2 12.6 3.51 11.89 16–18 Alaneme et al. (2014) 
Olive-stone 32–46 19.6–20.8 4.8–5.9 0.53–3.71 4.6–31.2 12–16 (Aburawi and Al-Madani, 2018; Bonet-Martínez et al., 

2020)  

J. Sarkar et al.                                                                                                                                                                                                         



Biocatalysis and Agricultural Biotechnology 37 (2021) 102175

5

the recent decade, attracting attention for its ability to generate porous silica at cheap cost and high efficiency, giving wheat straw a 
high added value. The polymerized Si(OH)4 known as phytoliths, which is the most commonly found species in plants, is usually the 
major type of silica source (Ma et al., 2016). Studies found wheat straw and husk can serve as a precursor of silica production as wheat 
straw and husk ash contains 50–55% and 80–90% of silica in amorphous form, respectively (Bakar et al., 2016; Naqvi et al., 2011; Patel 
et al., 2017). 

3.3. Bamboo leaves 

Bamboo stems are being traditionally used for construction and pulp production. Bamboo leaves which are produced after the 
processing of the bamboo plant are a potential agro-waste that has a substantial amount of silica in it. The silica concentration in 
different parts of bamboo plants ranged from 0.03% in roots to 9.95 percent in leaves (Ding et al., 2008). Like rice husk ash, bamboo 
leaf ash also has a significant amount of silica (>70%) in it with a large surface area (Sethy et al., 2019). Relevant studies have revealed 
that bamboo leaf ash has a high silica content (75.90–82.86%) (Mohapatra et al., 2011). 

Apart from bamboo leaves, bamboo sticks have also contained silica in them. A study was performed in 2016 to examine the 
physical and chemical characteristics of betung bamboo, and the findings had shown that bamboo sticks had a silica content of 3.51% 
on a dry weight basis (Fatriasari and Hermiati1, 2016). In a similar manner, both bamboo sticks ash and bamboo leaves ash were 
investigated for their silica content, and it was reported that 45.73% and 79.93% of silica were recovered from bamboo sticks ash and 
bamboo leaves ash, respectively (Dirna et al., 2020). However, certain factors like leaf maturity, the origin of bamboo, and soil can 
influence the silica content in bamboo leaves. Despite all of the biotic and abiotic constants, investigations have shown that it is feasible 
to extract more than 50% amorphous silica from bamboo leaves with an average size of 25 nm (purity: 99%) and a large surface area of 
428 m2g-1 (Rangaraj and Venkatachalam, 2017). 

3.4. Sugarcane bagasse 

Sugarcane bagasse might be viewed as one of the agriculture-based residues secured from the processing of sugarcane businesses 
(Hariharan and Sivakumar, 2013). Sugarcane bagasse is a solid waste that produces after the extraction of juice from sugarcane. 
Sugarcane bagasse is mainly made up of cellulose, hemicellulose, and lignin. Attempts have also been made to recover sodium silicate 
from sugarcane bagasse ash as a precursor to silica particle production. 

(Boonmee and Jarukumjorn, 2019). Bagasse from sugarcane has a high silicon concentration and is widely available in agricultural 
countries. The concentration and availability of different forms of silicon in the soil has an impact on the amount of silica deposited in 
sugarcane bagasse (Norsuraya et al., 2016). Sugarcane bagasse ashes are also known as green building materials since they contain a 
lot of silica and have pozzolanic (cement-like) characteristics (Rajamani et al., 2021). Several studies that utilized sugarcane bagasse 
ash for silica production have reported high silica content (50–97%) (Norsuraya et al., 2016; Rahman et al., 2015; Vaibhav et al., 
2015). Rovani et al. (2018) utilized sugarcane waste ash to produce highly pure SiNPs (>99% SiO2). 

3.5. Corncob 

Corncob is produced after harvesting the grains from corn. Like rice, wheat, bamboo, and sugarcane; maize is also accumulating a 
good amount of silica in its body. Corn cob is composed of cellulose and lignin and contains significant elements like silicon (0.133 wt 
%), calcium (0.022 wt %), and aluminum (0.022 wt %) (Chanadee and Chaiyarat, 2016). Corncob ash is used as a raw material for the 
production of silicates, silica, and silica nanoparticles that includes more than 60% silica by mass and small quantities of metallic 
impurities (Velmurugan et al., 2015). Different studies have been reported that corn cob ash having a silica content of 27%–60% and 
the extracted silica mostly amorphous in nature (Adesanya and Raheem, 2009; Okoronkwo et al., 2013; Sapawe et al., 2018; Shim 
et al., 2015). It might be an economically feasible raw material for silicates, silica, and silica nanoparticles. Corncob ash is the most 
cost-effective source of silica because it is obtained as a fine powder after combustion and thus does not require further grinding. 

3.6. Other sources 

Besides the above-mentioned silica-rich agro-waste sources, sugarbeet (Beta vulgaris), and horsetail (Equisetum sp.), are known to 
have significant quantities of biogenic silica (San et al., 2014). Sugarbeet is a particularly appealing source of biogenic silica since its 
silica concentration is contained mostly in bagasse. Sugarbeet bagasse is a large-scale agro-industrial waste that is frequently utilized as 
a boiler fuel to generate steam during the sugar manufacturing process. Palm kernel shell (PKS) is obtained when the kernel is 
separated from the endocarp. They are agricultural leftovers that can be produced during the processing of crude palm oil. Recent work 
has effectively extracted 56.65% amorphous silica from palm kernel shell ash in order to mitigate palm oil processing residues (Imoisili 
et al., 2020). Aside from PKS, the coconut husk is also contained silica and has immense potential as an alternative silica source. 
According to earlier studies, the silica content of coconut shell ash accounts for 38% (Utsev and Taku, 2012). Conversely, recent work 
revealed that the percentage of silica in coconut husk ash ranged from 8% to 11% (Anuar et al., 2018). Lastly, the groundnut shell and 
olive stone wastes can also be a source of silica as the chemical composition of the groundnut shell ash and olive stone ash are indicates 
the presence of silica (>30 wt%) in them (Alaneme et al., 2018; Pinheiro et al., 2018). 

4. Different processes utilized for SiNP synthesis from agro-waste 

To produce SiNPs from agricultural wastes, the studies utilized thermal, chemical, and biological treatment (Fig. 4). The 
description of different methodologies involved in the production of SiNPs was discussed in the following section. 
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4.1. Thermal treatment 

Thermal degradation can be performed by pyrolysis with the help of muffle furnace, fixed bed furnace, cyclone furnace, fluidized 
reactor, inclined step-grate oven, tubular reactor or rotary kiln. Silica can be obtained from agricultural wastes by thermal treatment 
using a muffle/electric furnace at various temperatures for different periods. Patil et al. (2014) burned down the rice husk ash (RHA) in 
a muffle furnace at 700 ◦C for 6 h. The amount of SiO2 in the RHA after burning out was 94.95%. In another experiment, pyrolyzed rice 
husk (PRH) was produced from RH was in a fluidized bed reactor at a temperature of 475 ◦C. The PRH was again heated at 800 ◦C and 
processed through the alkaline digestion method to obtain sodium silicate. The produced sodium silicate was further treated with 1 M 
H3PO4 to adjust the pH between 3.2 and 5.7. The sodium silicate solution was also mixed with polyethylene glycol (PEG) to produced 
porous silica-PEG composite (Li et al., 2011). The results showed that the decreasing pH had a great impact on the surface area and 
pore diameter of obtained silica. At pH 3.2, the silica had the highest surface area (1018 m2/g) and pore volume (2.30 nm). Vaibhav 
et al. (2015) used rice husk, sugarcane bagasse, groundnut shell, and bamboo leaves as substrates to produced silica. All the collected 
agro-wastes were initially sintered at 900 ◦C for 7 h. The produced ashes were treated with alkali extraction following acid treatment to 
get SiNPs. The SEM analysis of SiNPs showed particle sizes of 20–40 nm. The produced SiNPs was 98% and the yield of SiNPs was 
highest from rice husk (78%) as compared to sugarcane bagasse and bamboo leaves. Umeda and Kondoh (2010) used rice straw and 
husk to produced amorphous silica. However, this study utilized combustion energy (1073–1273 K) to produced silica which is not 
environmentally suitable. Gu et al. (2013) utilized the pyrolysis technique instead of the combustion method to produce SiNPs from 
RH. The study pyrolyzed the RH at varied temperatures (500–650 ◦C) to optimize the optimal temperature to produce SiNPs. The study 
observed that 610 ◦C was an optimal temperature for pyrolysis of RH and the SiNPs produced at this temperature were nearly spherical 
with a particle size of 8–10 nm. The impact of N2 and CO2 pyrolysis gases on improving the purity and textural characteristics of 
produced SiNPs were thoroughly investigated in subsequent research (Gu et al., 2015). The study found that the purity of the SiNPs was 
more under a CO2 atmosphere (97.5%) as compared N2 atmosphere. However, the surface area of SiNPs was more under the N2 at-
mosphere (352.6 m2/g) as compared to the CO2 atmosphere. The particle size of the synthesized SiNPs was <20 nm. Thermal 
treatment paves the path for chemical synthesis; all the studies primarily treated the agro wastes thermally before extract or isolate 
SiNPs chemically from agro-waste ash. 

4.2. Chemical treatment 

Alkaline digestion followed by acid neutralization was primarily used for the chemical extraction of SiNPs from both agricultural 
wastes and agricultural waste ash (Fig. 5). Kalapathy et al. (2000) successfully extracted highly pure silica (91%) from rice husk using 
an alkaline digestion method with 1N NaOH. Alkaline digestion with NaOH produced Sodium silicate which was further treated with 
HCl for 18 h to produce silica. However, the produced silica still had some sodium (4%) impurities in it. An earlier study found that the 
surface area of obtained silica was severely affected by acid treatment. Liou and Yang (2011) employed different acids like HCl, H2SO4, 

Fig. 4. Multifaced application of SiNPs in different fields.  
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C2H2O4, and C6H8O7 to check their effect on the surface area of silica. The result showed minimum and maximum surface area ob-
tained in silica extracted with C6H8O7 and HCl, respectively. Selvakumar et al. (2014) pre-treated the RHA with different acids (6 N 
HCl, 6 N HNO3, 6 N H2SO4) before alkaline digestion followed by acid neutralization to improve the quality of the silica product. 

The reaction mechanism of RHA mixed with NaOH solution was:  

SiO2 + 2 NaOH → Na2SiO3 + H2O                                                                                                                                       

Silica was precipitated by acid neutralization from sodium-silicate.  

Na2SiO3 + HCl → SiO2 + NaCl + H2O                                                                                                                                   

Na2SiO3 + H2SO4 → SiO2 + Na2SO4 + H2O                                                                                                                          

Cui et al. (2015) synthesized mesoporous SiO2 microspheres from wheat husk ash using an alkaline extraction procedure with 
NaOH followed by acid precipitation with HCl. The prepared SiO2 microspheres were amorphous with approximate diameters and 
specific surface area of 227 nm and 8.23 m2/g, respectively. 

Witoon et al. (2008) used RHA and chitosan as a template for the synthesis of bimodal porous silica (BPS). The BPS was synthesized 
through the sol-gel method with a variation of pH 2–6. The results showed that pH and chitosan template had a greater impact on the 
surface area and pore volume of the synthesized BPS. The chitosan template not only increased the surface area (in the range of 
366–627 m2/g) but also pore volume (0.65–1.70 cm3/g) and thermal stability of the BPS compared to BPS synthesized without chi-
tosan. Compared to (Witoon et al., 2008), other studies synthesized spherical, porous SiNPs from rice husk without templates using the 
sol-gel method (Adam et al., 2011; Zulkifli et al., 2013). Adam et al. (2011) reported that the synthesized SiNPs had a surface area, 
pore-volume, and pore size of 245 m2/g and 0.78 cc/g and 5.6–9.6 nm, respectively. The TEM study showed the particle of the 
synthesized SiNPs range between 15 and 91 nm. Zulkifli et al. (2013) prepared sodium silicate (Na2SiO3) from rice husk which was 
used as a precursor for the synthesis of mesoporous SiNPs. In this experiment, the precursor (Na2SiO3) was mixed with phosphoric acid 
to precipitate the SiO2. The obtained silica was further calcined at 550 ◦C for 30 min. The surface area, range of particle size, and pore 
volume of the spherical SiNPs were ~364 m2/g, 75–252 nm, and ~8 nm, respectively. 

Velmurugan et al. (2015) developed a simple method to synthesized amorphous silica from corn cob ash using the sol-gel method 
and alkaline treatment followed by acid precipitation. The TEM study demonstrates that the obtained amorphous silica had an average 
size of 50 nm. The FTIR spectra confirmed the presence of siloxane and silanol groups. In addition to the sol-gel technique, another 
study was conducted to investigate the impact of pH on alkaline extraction of silica from corncob ash afterward acid precipitation 
(Shim et al., 2015). This study extensively noted the role of pH (pH: 7–10) in the formation of stable SiNPs. The results demonstrated 
that at pH 7, 99.5% pure silica can be produced. The produced SiNPs at pH 7 had a high surface area, high reactivity, and an average 
particle size of 60 nm. Durairaj et al. (2019) also used the sol-gel technique to extract silica from bamboo leaf ash and observed that the 
synthesized silica had a large specific surface area (60.40 m2/g). Palm kernel shell ash (PKSA) had been used for the synthesis of SiNPs 
via the sol-gel technique (Imoisili et al., 2020). The yield of silica from this experiment was 54.35%. The surface area and the particle 

Fig. 5. Preparation of SiNPs from rice and wheat husk.  
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size of the synthesized SiNPs were 438 m2/g and 50–98 nm, respectively. In contrast to the usage of strong acids for example HCl and 
H2SO4, the use of organic acid may be a more environmentally acceptable way to reduce environmental risks (Pa et al., 2016). Due to 
lower toxicity, organic acid like citric acid has been used sometimes for the leaching process over strong acid. Palm ash, for example, 
was treated with varying concentrations of citric acid to extract silica (Pa et al., 2016). The obtained silica in this experiment was 
amorphous and more than 90% pure. The downside of these discussed thermal and chemical treatments was that all these procedures 
need high energy or heat and hazardous acid and basic substances to synthesize SiNPs from agricultural wastes. To tone down the 
environmental impact, researchers are now trying to utilize the biological route to produce environmentally safe SiNPs. 

4.3. Biological treatments 

The purpose for biological synthesis over chemical and thermal synthesis lies in its low toxicity, fast and easy isolation, eco-friendly 
nature, and safety (Shah et al., 2015). Thus, a large number of researchers have drawn attention to the bioinspired synthesis of 
nanosilica as a unique way to manufacture different nanomaterials. Among bio conversion technologies, the bio-digestion process has 
received a lot of attention for extracting value-added products from waste. For instance, Californian red worms have been used to 
bio-digest rice husk and then extract nano silica (Estevez et al., 2009a). In their research, the worms are fed rice husks for five months 
and the excreated humus was then neutralized with CaCO3 and calcined at various temperatures (500, 600, 700 ◦C), and then digested 
with a mixture of HCl and HNO3 (1:3). Silica particles were obtained at a range of 55–250 nm depending on the calcination tem-
perature. From these studies it is known that to obtain a single nanoparticle, calcination temperature must be lower than 600 ◦C. 
Different fungal genus like Aspergillus, Fusarium, and Penicillium also offer to promise extracellular bio-production capability for various 
metal nanoparticles, whereas Verticillium sp. might be collected for intracellular nanoparticle synthesis (Karande et al., 2021). For 
example, Pieła et al. (2020) used Fusarium culmorum to bioconvert corn cob husk into SiNPs of specified size (40–70 nm) and shape 
(spherical) (Fig. 6). Rohatgi et al. (1987) produced SiNPs from rice husk by microbial fermentation utilizing the white-rot fungus. 
Zielonka et al. (2018) used Aspergillus parasiticus to synthesized SiNPs with sizes ranging from 3 to 400 nm from rice husk by 
fungus-driven biotransformation. In another study, Bansal et al. (2005) synthesized nanocrystalline silica from rice straw using fungus 
Fusarium oxysporum, which rapidly biotransforms naturally occurring amorphous biosilica into crystalline form. In their study, they 
used 10 g of rice straw and suspended with an aqueous suspension of Fusarium oxysporum and incubated on a shaker (250 rpm) for 24 h 
at 27 ◦C temperature. Filtration was done through time-dependent intervals. The filtrate was mixed with phenol-chloroform (1:1) 
solution and centrifuged at 6000 rpm for 10 min to obtained nanosilica suspension and finally gone through calcination at 400 ◦C for 2 
h followed by lyophilization. They were able to synthesized quasi-spherical nanocrystalline silica ranging 2–6 nm. 

Above mentioned biological processes are employed for the reduction of chemicals used as pre-treating agents for different agro 
waste. Apart from that recent investigation divulges proteins such as silaffins, silicatein, and polyamines from marine diatom and 
sponges are the essential biomolecule for the biomimetic silicification process. In the biosilicification process, Silaffins and long-chain 
polyamines (LCPAs) synergistically act as a major key factor for the conversion of silicon ions to amorphous nanosilica (Luckarift et al., 
2004). Although the fundamental conception of biomimetic synthesis of nanosilica looks very straightforward, the underlying 
mechanism is not well understood. The effectiveness of the different treatments (thermal, chemical, and biological) used for the 
production of nano silica from agro-waste is compared in Table 2. 

Fig. 6. Biotransformation of silica nanoparticles from agricultural wasteusing fungi.  
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5. Multifaced applications of SiNPs 

The structural flexibility and advanced features of SiNPs opened avenues of the different pathways of applications. Currently, SiNPs 
are used in different fields of science and technology such as drug delivery, biomedical imaging, biosensor, tissue engineering, 
agriculture, industry, and environmental remediation (Fig. 7). 

5.1. Drug delivery 

The main aim of drug delivery is to transport the therapeutic agent to the specific site without any change or loss in its structure and 

Table 2 
Comparative study based on different treatments involved for extraction of SiNPs and their practicality.  

Process Effective outlooks Research gaps and modification References 

Thermal treatment (Intering/ 
Roasting/Calcination) 

Pyrolysis of pre-processed rice husk is more 
worthwhile owing to reduced cost and simple 
synthetic pathway. 

Owing to the degradation of hemicellulose and 
lignin at 200–260 ◦C and 280–360 ◦C respectively, 
they cannot be collected simultaneously with 
nanosilica. 

Gu et al. (2013)  

The metals present in RHA are washed out from 
the volatiles when they are subjected to thermal 
decomposition. 

Considerable agglomeration is observed when 
RHA calcinated at 700◦C. 

Sankar et al. 
(2018)  

If RHA is subjected to be burnt at controlled 
condition the amorphous silica thus produced will 
be reactive in nature. In order to synthesize more 
stable silica, it should be subjected to roasting in 
air. 

Though there is a considerable increase ion pore 
size, there is much decrease in pore volume when 
the calcination is carried out from 500 to 100◦C 

Rafiee et al. 
(2012)  

In TGA analysis of synthesized silica it is evident 
that, there is a mass loss upto 200◦C due to 
vapourisation of water molecules. The range from 
200 to 600 ◦C indicates the of residual sodium 
salts. The peak at 600 ◦C and 800 ◦C tallies with 
the sintering temperature used in the calcination 
process. 

Calcination above 500 ◦C also leads to the 
decrease in surface area. 

Liou and Yang 
(2011) 

Chemical treatment (Alkaline 
extraction and acid 
coagulation/Acid 
hydrolysis/Leaching with 
acid) 

NaOH arrangement was included rice husk debris 
and this blend was refluxed in a secured 
Erlenmeyer jar for 1 h with steady mixing. The 
arrangement was sifted through ashless channel 
paper and the buildup (carbon) was evacuated. 
The filtrate shaped was sodium silicate 
arrangement, which was cooled to room 
temperature; Silica in gel structure was delivered 
after titration with corrosive (HCl or H2SO4) with 
steady mixing until pH 7. The arrangement was 
matured for 18 h at room temperature to shape gel 
(silica). 

Costly, longer response time requires, various 
steps with the utilization of different kinds of 
synthetics. 

Kalapathy et al. 
(2000)  

NaOH reacts with SiO2 to form Na2SiO3. The 
acidification step is vital as with consequent 
acidification, silicon hydroxide species condenses 
to form siloxane bond (Si-O-Si). 

Owing to the corrosive nature of conventional 
acids like hydrochloric acid, nitric acid and 
sulphuric acid- there rises a problem for disposal 
of used acid remnants. 

Zulkifli et al. 
(2013) 

The acid leaching at pH 1 was found to be most 
effective in eliminating Ca, Mn and Fe from the 
RHA. 

Carrying out the leaching process with 
conventional acids is also expensive when 
nanosilica is subjected to be produced at an 
industrial scale. 

Kalapathy et al. 
(2000) 

Acid treatment is also needed as the precipitation 
of silica does take place at a pH < 10. 

Another concern regarding acid coagulation is the 
mobility of the acid remnants. Thus, if they are 
disposed in soil it will lead to the removal of vital 
nutrients and micronutrients. This will specifically 
result in boron deficiency in plants, as water 
soluble boron functionalities are removed. 

Affandi et al. 
(2009) 

Prior to the presence of more cations at higher pH, 
triggers a probability of contamination on the 
nanosilica surface. The TEM micrograph exhibits 
more aggregation at pH 7 compared to pH 10. 

Leached acid remnants from landfills if get 
contaminated with water results in- lowering of 
pH. Washed metal, organic and inorganic 
functionalities constitute the contamination. 
There is a risk of percolation of these 
contaminants through the subsoil, which may 
result in the contamination of groundwater. 

Shim et al. (2015) 

Biological treatment Different bacterial and fungal strains were being 
utilized for degradation of organic matter present. 
This process is environment friendly and don’t 
involves any hazardous chemical. After, microbial 
digestion the residual matter was filtered and 
burned to isolate silica. 

The process time taking and still involved 
combustion or high heat treatment to extract 
silica. 

(Bansal et al., 
2005; Rohatgi 
et al., 1987)  
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function. The controlled release of the cargo molecules from their nanocarrier is also a prerequisite for developing a systematic carrier 
for drug delivery. For achieving this objective, Aughenbaugh et al. (2001) developed SiO2 xerogels as a carrier for the controlled 
release of cargo molecules. Mesoporous silica nanoparticles (MSNs) have been extensively studied as a suitable carrier for drug de-
livery over other traditional drug nanocarriers, especially in the delivery of hydrophobic drugs (Deodhar et al., 2017; Lu et al., 2007). 
Because of the poor solubility and low absorption, the efficacy of hydrophobic drugs was restricted during oral administration (Jong 
and Borm, 2008). The large surface area and pore volume of SiNPs facilitate the entrapment of the drug. Porous silica particles grafted 
with thermoresponsive polymers with thermally triggered on/off gating mechanisms, in particular, have demonstrated improved 
performance as a hybrid drug delivery system capable of controlling the release of different drugs in a variety of mediums that 
resemble complex biological environments (Jadhav and Scalarone, 2018). These MSNs have high chemical stability, biocompatibility 
and functional group modification of these SiNPs are accountable for controlled release of drug (Yao et al., 2017). Zhang et al. (2010) 
loaded hydrophobic drug Telmisartan (TEL) in MSNs for improvement of oral absorption. Their finding showed that MSNs can 
significantly improved dissolution and permeability of TEL. Gangwar et al. (2013) was also successfully developed curcumin conju-
gated with SiNPs and administrated it against HeLa cell lines and fibroblast cells to check cytotoxicity. In another study, Lu et al. 
(2007) constructed a fluorescence mesoporous silica nanoparticle (FMSN) for the administration of Camptothecin (CPT), a poorly 
soluble anticancer drug. The encapsulation of CPT into FMSNs not only enhances the solubility of the drug but also induces 
anti-cancerous activity. Porrang et al. (2021) utilized rice and wheat husk-derived silica to synthesize MSNs in both discrete and 
continuous modes and then used the produced MSNs as a carrier for anticancer drugs (Doxorubicin). When compared to MSNs syn-
thesized in continuous mode at pH 5.4, the results revealed that MSNs synthesized in discrete mode at pH 5.4 had a higher accu-
mulative released drug and a high-efficiency anticancer effect on the MCF-7 cell line. 

5.2. Biomedical imaging 

The probe designed for biomedical imaging should combine low toxicity with high sensitivity, resolution, and stability. Quantum 
dots (QDs) are widely used in biomedical fields and quintessential nanoprobes are used in the detection of single molecules and live- 
cell imaging. However, the presence of toxic metals (Cd and Pb) in QDs and their insolubility in water is a subject of concern. On the 
other hand, hydrophilic nature, less toxicity, and large pore volume of MSNs can serve as an alternative option for various medical 
imaging applications (Du et al., 2016; Xie et al., 2013). In order to monitor the intracellular pH values, Tsou et al. (2014) had designed 

Fig. 7. Multifaced application of SiNPs in different fields.  
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hollow mesoporous silica nanoparticles (HMSNs) and loaded loaded these modified MSNs with two pH-sensitive dyes (fluorescein 
isothiocyanate and rhodamine B isothiocyanate). A multifunctional platform reported for controlled drug delivery, magnetic hyper-
thermia, and photothermal therapy using MMSN/QGD nanosystem loaded with Doxorubicin (DOX) exhibit significant synergistic 
effect as compared to chemotherapy, magnetic hyperthermia, or photothermal therapy alone and can efficiently kill cancer cells 
(breast cancer 4T1) with higher efficacy (Yao et al., 2017). 

5.3. Biosensor 

Owing to structural flexibility, a large surface area/pore volume of engineered nanostructures are emerged as a lucrative biosensing 
agent to detect various analytes in both in vivo and in vitro conditions. Metal nanoparticles (gold, silver, and platinum) and metal- 
organic nanoparticles have been extensively used and studied as nano biosensors (Wu et al., 2011). The large pore volume and op-
tical transparency of silica nanoparticles are excellent options for biosensing applications. Khabbaz et al. (2015) has successfully 
designed a fluorescent aptasensor, immobilized on the surface SiNPs for detection of kanamycin. Recently, 3-mercaptopropyl 
trimethoxysilane-functionalized silica nanoparticles were developed by Rahimi-Mohseni et al. (2018), as a nano biosensor for vol-
tammetric determination of the wide range of L-tyrosine (0.05–600 μM) in the blood plasma sample. Wang et al. (2014) developed a 
laccase biosensor relying on phytic acid-functionalized silica nanoparticles (SiO2-PA NPs) for monitoring dopamine (DA) levels in 
blood serum samples. The result showed that the biosensor had good sensitivity and reproducibility against DA. 

5.4. Tissue engineering 

The field of regenerative medication is extremely encouraging for treating sicknesses and supplanting lost or harmed tissue (Langer 
and Vacanti, 1993). Mesoporous silica nanoparticles (MSNs) have an incredible breadth and are being sought after in the field of tissue 
building. MSNs comprise a flexible medication conveyance framework and can likewise be utilized as platforms for immature mi-
croorganisms to develop or even offer signs to undeveloped cells to manage undifferentiated organism arrangement. MSNs can be a 
vital piece of future biomaterial innovation (Rosenholm et al., 2016; Xu et al., 2014). Polymeric scaffolds serve as a three-dimensional 
layout for cell attachment, proliferation, differentiation, and tissue formation. Based on this idea, Mehrasa et al. (2015) fabricated 
SiNPs-incorporated PLGA/gelatin electrospun nanofibrous scaffolds for stem cell culture and tissue engineering applications. In 
another study, MSNs combined with bone-forming peptide (BFP) derived from bone morphogenetic protein-7 (BMP-7) had been used 
for osteogenic differentiation of human mesenchymal stem cells (hMSCs) (Luo et al., 2015). The result of this study confirmed that BFP 
released from the SiNPs at a concentration of 500 μg/mL can stimulate the osteogenic differentiation of hMSCs. 

5.5. Agriculture 

The agricultural sector suffers unrestorable loss in plant yield due to the occurrence of different biotic and abiotic stress. Exposure 
to heavy metals or metalloids can have a significant impact on plant growth and yield (Mridha et al., 2021). However, a recent study 
showed that the application of SiNP significantly reduced the inhibitory effects of Cd and As on rice seedling development. SiNP 
supplementation also hindered Cd and As translocation from roots to shoots, as well as Cd- and As-induced reactive oxygen species 
generation in rice seedlings (Chen et al., 2021). Continuous application of chemical fertilizers and pesticides to increase productivity 
and control pests, respectively cause degradation of soil and environment. Various recent investigation have revealed that SiNPs can 
increase plant growth and production significantly (Siddiqui et al., 2014; Siddiqui and Al-Whaibi, 2014; Strout et al., 2013). SiNPs are 
not only observed to carry organic and inorganic (NPK) fertilizers at their specific site of delivery but also controlled their release into 
soil and water (Janmohammadi et al., 2016). Wanyika et al. (2012) investigated SiNPs for potent pesticide application. The role of 
SiNPs in pest control has been studied in two ways: (a) SiNPs were directly sprayed in the field to insects or their larvae, and (b) 
commercial pesticides loaded into the MSNs to control the release and efficacy of pesticide against pests. Rouhani et al. (2013) has 
shown that SiNPs was lethal to the cowpea seed beetle (Callosobruchus maculatus). The SiNPs synthesized from diatom silica fistule 
served as a carrier of different herbicides (chloroacetanilide, anilide, and benzimidazole) into the field in its active form (Lodriche 
et al., 2013). The application of nano-zeolite (crystalline aluminosilicates) into soil helped to improve soil quality and increase the 
water retention capacity of the soil (Sekhon, 2014). Thus, it was helpful to overcome drought in the arid region (Ghanbari and Ariafar, 
2013). 

5.6. Industrial 

SiNPs-based molecular surface imprinting (MIP) was used for selective determination of rhodamine B (RhB) in complex food 
matrices. The silica-based MIPs are tested for specific recognition of RhB from standard mixture solution containing structural analogs 
of RhB. These silica-based MIPs were also successfully determined the content of RhB in red wine and beverages (Long et al., 2016). 
The low concentration of SiNPs (1–8% by weight) in combination with two-part epoxy formulation was reported to increase the 
toughness, glass transition temperature, and single-lap shear strength of the adhesive (Kinloch et al., 2005). The modified alumi-
na/silica nanocomposites were synthesized with the hydrothermal method and were used as an additive in lubricating oil. The result 
showed that the anti-friction and anti-wear performance of these alumina/silica nanocomposites were much better than the pure 
alumina and silica nanoparticles (Jiao et al., 2011). In a recent study, magnetic gold mesoporous silica nanoparticles (mAu@PSNs) 
were developed to offer a suitable matrix for cellulase immobilization. The mAu@PSNs nano-systems raised the thermal stability and 
reusability of cellulase (Poorakbar et al., 2018). 

5.7. Environmental remediation 

The structural flexibility of SiNPs attracts researchers to carry out different remediation works using SiNPs or silica 
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nanocomposites. The hydroxyl group on the surface of silica are known as Silanols which may preferentially complex specific 
chemicals or metal ions. However, changing the pH value improves the interactions of different compounds with silanols (Jadhav 
et al., 2019). Silanols may also be pH sensitive. As a result, bare silica nanoparticles are also evaluated for dye removal. Rovani et al. 
(2018) successfully removed acid orange 8 colors from water using bare silica particles prepared from sugarcane bagasse. Durairaj 
et al. (2019) used bamboo leaf-derived SiNPs to remove Cadmium (Cd) and Congo red (CR) from aqueous solutions. The optimum 
removal of Cd and CR from an aqueous solution was obtained at pH 7 and 100 mg adsorbent doses. Nasreen et al. (2018) found that 
MSNs are good absorbents of heavy metals, phenols, and PAHs. The absorption of heavy metals and other pollutants by MSNs are in the 
following order: Cr > Pb > As > Hg > phenols > PAHs. Metal ion adsorption by mesoporous silicas is offered one of the most common 
and simple methods, since the adsorbent (MSNs) can be easily recovered and reused (Jadhav et al., 2020). Because of this charac-
teristic, there is a lot of interest in researching mesoporous silica for heavy metal ion removal (Karbassian, 2018). A comparative study 
was conducted to study the efficacy of graphite oxide, silica nanoparticles, and silica/graphite oxide nanocomposite for removal of 
heavy metals (nickel, zinc, lead, cadmium, chromium) from the aqueous solution. The study recommended graphite oxide/silica 
nanocomposites were the most effective absorbent of heavy metals as compared to graphite oxide and silica nanoparticles alone (Sheet 
et al., 2014). Silica nanoparticles are being used for various removal purposes. The highly hydrophobic polydimethylsiloxane (PDMS) 
coated silica nanoparticles were developed and used for the separation of oil from oil/water mixture. The result of this study found the 
gelated mixture of hydrophobized silica and oil was stable for 7 days after separation (Cho et al., 2014). Low-cost porous silica 
nanoparticles were designed for the removal of methylene blue from water and the synthesized porous SiNPs can be used 5 times for 
effective removal of methylene blue (Yu et al., 2018). Mesoporous silica was immobilized in a cellulose acetate matrix for the effective 
removal of boron. The synthesized hybrid nanomaterials were reported to remove boron up to 93% from acidic form (phenylboronic 
acid) (Albertini et al., 2018). Yang et al. (2013) reported SiNPs were able to capture positively charged atmospheric lead (Pb) due to 
their large surface area and negative charge. Different researchers used a composite of silica nanoparticles as an adsorbent of tox-
ic/hazardous substances from wastewater. Silica composite of superparamagnetic zirconia (SPMZ) ZrO2/SiO2/Fe3O4 nanoparticles 
selectively absorbed fluoride from a multi-component system and at pH 4 this nanosystem has an absorption capacity of 14.7 mg F/g 
(Chang et al., 2011). Sodium dodecylbenzene sulfonate (SDBS) was used to decontaminate radioactive waste especially Cs ions. A 
modified Silica NP with an amine group has been designed to decontaminate SDBS in the process of waste treatment (Kim et al., 2019). 

6. Future perspectives 

Despite recent advances in the field of agro wastes-based SiNP synthesis, there is still a need for further study. The burning of 
agrowastes to remove organic components releases greenhouse gases and a considerable amount of particulate matter. To make high- 
purity silica, strong acids are required, which are extremely harmful to the environment and human life. Furthermore, the entire 
synthesis method is complicated. To eliminate metal alkali and prevent hazardous residues, milder acids such as citric acid (Umeda and 
Kondoh, 2010) and acetic acid (Carmona et al., 2013) can be used in the chelation process. Two approaches that can be used for 
decomposing organic substances and generating nano-sized particles from agricultural wastes are laser ablation (San et al., 2014) and 
bio-digestion (Estevez et al., 2009b; Torres et al., 2017). Agricultural wastes biomass (rice husk, rice straw, wheat husk, wheat straw, 
bamboo leaves, etc.) contains lignocellulose, silica, and other compounds. Among the lignocellulosic components, cellulose makes up a 
large percentage of plant biomass, and cellulose is a homogenous polymer made up of glucose monomers. At the time of silica 
extraction from agricultural wastes, organic compounds and metal alkali impurities are eliminated as undesirable materials and 
discarded without further processing. As a result, using an integrated technology-based approach to properly recover important 
components from agricultural wastes is desirable. Numerous studies have been conducted to synthesize silica as well as other 
important compounds. Cellulose nanofibers (CNFs) and cellulose nanocrystals (CNCs) can be made from cellulose (Shahi et al., 2021). 
Therefore, the study aimed at fractional synthesis of SiNPs, CNFs, and CNCs is required for the proper utilization of agrowastes. For the 
synthesis of lignin and SiO2 in nano shape, Kauldhar et al. (2021) treated sugarcane bagasse with ethanol to remove salt-based im-
purities, followed by acid catalytic hydrolysis and treatment with a peroxide alkaline mixture. A distinct feature of this approach was 
the simultaneous separation of pure silica nanocubes (35 nm) and spherical-shaped lignin (20 nm) in a single stage. Zhang et al. (2015) 
simultaneously produced D-xylose, lignin, ethanol, and amorphous superfine silica from rice husk. In another study, activated carbon 
and silica were synthesized from rice husk (An et al., 2010; Liu et al., 2012). 

7. Conclusion 

An overview of the synthesis of agricultural waste biomass-assisted SiNPs, as well as their potential applications in many sectors, 
were discussed in this article. Due to the availability of silica and worldwide productivity, crop wastes can be a cost-effective silica 
precursor. Till now cereal crop residues are being emerged as a potential substrate for nanosilica synthesis. Looking forward to the 
silica synthesis procedure, it was evident that biological treatment was way more eco-friendly and environmentally sustainable; yet, 
the process of biological treatment is a much slower process than thermal and chemical treatment. Silica nanoparticles with adjustable 
textural properties produced from agricultural wastes are gaining popularity in medical, agricultural, industrial, and environmental 
remediation applications. 
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Bonet-Martínez, E., García-Cobo, P., Pérez-Villarejo, L., Castro, E., Eliche-Quesada, D., 2020. Effect of olive-pine bottom ash on properties of geopolymers based on 

metakaolin. Materials 2020 13. https://doi.org/10.3390/MA13040901, 901 13, 901.  
Boonmee, A., Jarukumjorn, K., 2019. Preparation and characterization of silica nanoparticles from sugarcane bagasse ash for using as a filler in natural rubber 

composites. Polymer Bulletin 2019 77 (7 77), 3457–3472. https://doi.org/10.1007/S00289-019-02925-6. 
Carmona, V.B., Oliveira, R.M., Silva, W.T.L., Mattoso, L.H.C., Marconcini, J.M., 2013. Nanosilica from rice husk: extraction and characterization. Ind. Crop. Prod. 43, 

291–296. https://doi.org/10.1016/J.INDCROP.2012.06.050. 
Chanadee, T., Chaiyarat, S., 2016. Preparation and Characterization of Low Cost Silica Powder from Sweet Corn Cobs (Zea mays Saccharata L). 
Chang, C.F., Chang, C.Y., Hsu, T.L., 2011. Removal of fluoride from aqueous solution with the superparamagnetic zirconia material. Desalination 279, 375–382. 

https://doi.org/10.1016/J.DESAL.2011.06.039. 
Chen, H., Wang, F., Zhang, C., Shi, Y., Jin, G., Yuan, S., 2010. Preparation of nano-silica materials: the concept from wheat straw. J. Non-Cryst. Solids 356, 

2781–2785. https://doi.org/10.1016/j.jnoncrysol.2010.09.051. 
Chen, Huiqiong, Liang, X., Gong, X., Reinfelder, J.R., Chen, Huamei, Sun, C., Liu, X., Zhang, S., Li, F., Liu, C., Zhao, J., Yi, J., 2021. Comparative physiological and 

transcriptomic analyses illuminate common mechanisms by which silicon alleviates cadmium and arsenic toxicity in rice seedlings. Journal of Environmental 
Sciences 109, 88–101. https://doi.org/10.1016/J.JES.2021.02.030. 

Chen, J., Gong, Y., Wang, S., Guan, B., Balkovic, J., Kraxner, F., 2019. To burn or retain crop residues on croplands? An integrated analysis of crop residue 
management in China. Sci. Total Environ. 662, 141–150. https://doi.org/10.1016/J.SCITOTENV.2019.01.150. 

Cho, Y.K., Park, E.J., Kim, Y.D., 2014. Removal of oil by gelation using hydrophobic silica nanoparticles. J. Ind. Eng. Chem. 20, 1231–1235. https://doi.org/10.1016/ 
J.JIEC.2013.08.005. 

Cui, J., Sun, H., Luo, Z., Sun, J., Wen, Z., 2015. Preparation of low surface area SiO2 microsphere from wheat husk ash with a facile precipitation process. Mater. Lett. 
156, 42–45. https://doi.org/10.1016/J.MATLET.2015.04.134. 

Deodhar, G.V., Adams, M.L., Trewyn, B.G., 2017. Controlled release and intracellular protein delivery from mesoporous silica nanoparticles. Biotechnol. J. 12 https:// 
doi.org/10.1002/BIOT.201600408. 

Ding, T.P., Zhou, J.X., Wan, D.F., Chen, Z.Y., Wang, C.Y., Zhang, F., 2008. Silicon isotope fractionation in bamboo and its significance to the biogeochemical cycle of 
silicon. Geochem. Cosmochim. Acta 72, 1381–1395. https://doi.org/10.1016/J.GCA.2008.01.008. 

Dirna, F.C., Rahayu, I., Maddu, A., Darmawan, W., Nandika, D., Prihatini, E., 2020. Nanosilica synthesis from betung bamboo sticks and leaves by ultrasonication. 
Nanotechnol. Sci. Appl. 13, 131–136. https://doi.org/10.2147/NSA.S282357. 

Drummond, A.R.F., Drummond, I.W., 1996. Pyrolysis of sugar cane bagasse in a wire-mesh reactor. Ind. Eng. Chem. Res. 35, 1263–1268. https://doi.org/10.1021/ 
ie9503914. 

Du, X., Li, X., Xiong, L., Zhang, X., Kleitz, F., Qiao, S.Z., 2016. Mesoporous silica nanoparticles with organo-bridged silsesquioxane framework as innovative platforms 
for bioimaging and therapeutic agent delivery. Biomaterials 91, 90–127. https://doi.org/10.1016/J.BIOMATERIALS.2016.03.019. 

J. Sarkar et al.                                                                                                                                                                                                         

https://doi.org/10.21467/PROCEEDINGS.4.1
https://doi.org/10.21467/PROCEEDINGS.4.1
https://doi.org/10.1007/S10971-011-2531-7
https://doi.org/10.1016/J.CONBUILDMAT.2007.12.004
https://doi.org/10.1016/j.apt.2009.03.008
https://doi.org/10.1016/J.JKSUES.2016.01.001
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref6
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref6
https://doi.org/10.1016/J.MATDES.2018.01.001
https://doi.org/10.1016/J.CEJ.2010.05.052
https://doi.org/10.1016/J.CEJ.2010.05.052
https://doi.org/10.1016/J.RINP.2018.08.018
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref10
https://doi.org/10.1016/j.conbuildmat.2015.12.091
https://doi.org/10.1002/1097-4636
https://doi.org/10.1177/0021998318769993
https://doi.org/10.1016/j.proche.2016.03.092
https://doi.org/10.1016/j.proche.2016.03.092
https://doi.org/10.1039/b503008k
https://doi.org/10.1016/j.jhazmat.2009.10.097
https://doi.org/10.1016/J.JCLEPRO.2018.03.099
https://doi.org/10.1016/J.JCLEPRO.2018.03.099
https://doi.org/10.3390/ijerph16050832
https://doi.org/10.3390/ijerph16050832
https://doi.org/10.1061/(ASCE)0899-1561(2008)20:7(478)
https://doi.org/10.1016/j.biortech.2009.10.079
https://doi.org/10.3390/MA13040901
https://doi.org/10.1007/S00289-019-02925-6
https://doi.org/10.1016/J.INDCROP.2012.06.050
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref26
https://doi.org/10.1016/J.DESAL.2011.06.039
https://doi.org/10.1016/j.jnoncrysol.2010.09.051
https://doi.org/10.1016/J.JES.2021.02.030
https://doi.org/10.1016/J.SCITOTENV.2019.01.150
https://doi.org/10.1016/J.JIEC.2013.08.005
https://doi.org/10.1016/J.JIEC.2013.08.005
https://doi.org/10.1016/J.MATLET.2015.04.134
https://doi.org/10.1002/BIOT.201600408
https://doi.org/10.1002/BIOT.201600408
https://doi.org/10.1016/J.GCA.2008.01.008
https://doi.org/10.2147/NSA.S282357
https://doi.org/10.1021/ie9503914
https://doi.org/10.1021/ie9503914
https://doi.org/10.1016/J.BIOMATERIALS.2016.03.019


Biocatalysis and Agricultural Biotechnology 37 (2021) 102175

14

Durairaj, K., Senthilkumar, P., Velmurugan, P., Dhamodaran, K., Kadirvelu, K., Kumaran, S., 2019. Sol-gel mediated synthesis of silica nanoparticle from Bambusa 
vulgaris leaves and its environmental applications: kinetics and isotherms studies. Journal of Sol-Gel Science and Technology 2019 90 (3 90), 653–664. https:// 
doi.org/10.1007/S10971-019-04922-7. 

Dutta, S.K., Halder, G., Mandal, M.K., 2014. Modeling and optimization of bi-directional delignification of rice straw for production of bio-fuel feedstock using central 
composite design approach. Energy 71, 579–587. https://doi.org/10.1016/J.ENERGY.2014.04.108. 

El-Sayed, S.A., Khairy, M., 2017. Preparation and characterization of fuel pellets from corn cob and wheat dust with binder. Iranian (Iranica) Journal of Energy & 
Environment 8, 71–87. https://doi.org/10.5829/IDOSI.IJEE.2017.08.01.13. 

Estevez, M., Vargas, S., Castaño, V.M., Rodriguez, R., 2009a. Silica nano-particles produced by worms through a bio-digestion process of rice husk. J. Non-Cryst. Solids 
355, 844–850. https://doi.org/10.1016/J.JNONCRYSOL.2009.04.011. 

Estevez, M., Vargas, S., Castaño, V.M., Rodriguez, R., 2009b. Silica nano-particles produced by worms through a bio-digestion process of rice husk. J. Non-Cryst. 
Solids 355, 844–850. https://doi.org/10.1016/j.jnoncrysol.2009.04.011. 

Faizul, C.P., Abdullah, C., Fazlul, B., 2013. Review of extraction of silica from agricultural wastes using acid leaching treatment. In: Advanced Materials Engineering 
and Technology, Advanced Materials Research. Trans Tech Publications Ltd, pp. 997–1000. https://doi.org/10.4028/www.scientific.net/AMR.626.997. 

FAOSTAT, 2021. http://www.fao.org/faostat/en/#data/GB. Accessed on: 23.05.2021. 
Fatriasari, W., Hermiati1, E., 2016. Lignocellulosic biomass for bioproduct: its potency and technology development. Journal of Lignocellulose Technology 1, 11–40. 
Gangwar, R.K., Tomar, G.B., Dhumale, V.A., Zinjarde, S., Sharma, R.B., Datar, S., 2013. Curcumin conjugated silica nanoparticles for improving bioavailability and its 

anticancer applications. J. Agric. Food Chem. 61, 9632–9637. https://doi.org/10.1021/JF402894X. 
Ghanbari, M., Ariafar, S., 2013. The Effects of Water Deficit and Zeolite Application on Growth Traits and Oil Yield of Medicinal Peppermint (Mentha Piperita L). 

Undefined. 
Gu, S., Zhou, J., Luo, Z., Wang, Q., Ni, M., 2013. A detailed study of the effects of pyrolysis temperature and feedstock particle size on the preparation of nanosilica 

from rice husk. Ind. Crop. Prod. 50, 540–549. https://doi.org/10.1016/j.indcrop.2013.08.004. 
Gu, S., Zhou, J., Yu, C., Luo, Z., Wang, Q., Shi, Z., 2015. A novel two-staged thermal synthesis method of generating nanosilica from rice husk via pre-pyrolysis 

combined with calcination. Ind. Crop. Prod. 65, 1–6. https://doi.org/10.1016/J.INDCROP.2014.11.045. 
Hariharan, V., Sivakumar, G., 2013. Studies on synthesized nanosilica obtained from bagasse ash. International Journal of ChemTech Research 5, 1263–1266. 
Imoisili, P.E., Ukoba, K.O., Jen, T.C., 2020a. Green technology extraction and characterisation of silica nanoparticles from palm kernel shell ash via sol–gel. Journal of 

Materials Research and Technology 9, 307–313. https://doi.org/10.1016/J.JMRT.2019.10.059. 
Imoisili, P.E., Ukoba, K.O., Jen, T.C., 2020b. Synthesis and characterization of amorphous mesoporous silica from palm kernel shell ash. Bol. Soc. Espanola Ceram. 

Vidr. 59, 159–164. https://doi.org/10.1016/J.BSECV.2019.09.006. 
Isikgor, F.H., Becer, C.R., 2015. Lignocellulosic biomass: a sustainable platform for the production of bio-based chemicals and polymers. Polym. Chem. 6, 4497–4559. 

https://doi.org/10.1039/C5PY00263J. 
Jadhav, S.A., Garud, H.B., Patil, A.H., Patil, G.D., Patil, C.R., Dongale, T.D., Patil, P.S., 2019. Recent advancements in silica nanoparticles based technologies for 

removal of dyes from water. Colloid and Interface Science Communications 30, 100181. https://doi.org/10.1016/J.COLCOM.2019.100181. 
Jadhav, S.A., Patil, V.S., Shinde, P.S., Thoravat, S.S., Patil, P.S., 2020. A short review on recent progress in mesoporous silicas for the removal of metal ions from 

water. Chemical Papers 2020 74 (12 74), 4143–4157. https://doi.org/10.1007/S11696-020-01255-6. 
Jadhav, S.A., Scalarone, D., Jadhav, S.A., Scalarone, D., 2018. Thermoresponsive polymer grafted porous silicas as smart nanocarriers. Aust. J. Chem. 71, 477–481. 

https://doi.org/10.1071/CH18229. 
Janmohammadi, M., Amanzadeh, T., Sabaghnia, N., Ion, V., 2016. Effect of nano-silicon foliar application on safflower growth under organic and inorganic fertilizer 

regimes. Bot. Lith. 22, 53–64. https://doi.org/10.1515/BOTLIT-2016-0005. 
Jiao, D., Zheng, S., Wang, Y., Guan, R., Cao, B., 2011. The tribology properties of alumina/silica composite nanoparticles as lubricant additives. Appl. Surf. Sci. 257, 

5720–5725. https://doi.org/10.1016/J.APSUSC.2011.01.084. 
Jong, W.H. De, Borm, P.J., 2008. Drug delivery and nanoparticles: applications and hazards. Int. J. Nanomed. 3, 133. https://doi.org/10.2147/IJN.S596. 
Kalapathy, U., Proctor, A., Shultz, J., 2000. A simple method for production of pure silica from rice hull ash. Bioresour. Technol. 73, 257–262. https://doi.org/ 

10.1016/S0960-8524(99)00127-3. 
Kamath, S.R., Proctor, A., 1998. Silica gel from rice hull ash: preparation and characterization. Cereal Chem. 75, 484–487. https://doi.org/10.1094/ 

CCHEM.1998.75.4.484. 
Karande, S.D., Jadhav, S.A., Garud, H.B., Kalantre, V.A., Burungale, S.H., Patil, P.S., 2021. Green and sustainable synthesis of silica nanoparticles. Nanotechnology for 

Environmental Engineering 2021 6 (2 6), 1–14. https://doi.org/10.1007/S41204-021-00124-1. 
Karbassian, F, 2018. Porous silicon. In: Ghrib, T.H. (Ed.), Porosity - Process, Technologies and Applications, first ed. InTech. 
Kasinathan, A., Rama, R., Sivakumar, G., 2010. Extraction, synthesis and characterization of nanosilica from rice husk ash. Int. J. Nanotechnol. Appl. 4, 61–66. 
Kauldhar, B.S., Sooch, B.S., Rai, S.K., Kumar, V., Yadav, S.K., 2021. Recovery of nanosized silica and lignin from sugarcane bagasse waste and their engineering in 

fabrication of composite membrane for water purification. Environ. Sci. Pollut. Control Ser. 28, 7491–7502. https://doi.org/10.1007/S11356-020-11105-3/ 
FIGURES/1. 

Khabbaz, L.S., Hassanzadeh-Khayyat, M., Zaree, P., Ramezani, M., Abnous, K., Taghdisi, S.M., 2015. Detection of kanamycin by using an aptamer-based biosensor 
using silica nanoparticles. Analytical Methods 7, 8611–8616. https://doi.org/10.1039/C5AY01807B. 

Kim, D., Kim, J., Lee, K.W., Lee, T.S., 2019. Removal of sodium dodecylbenzenesulfonate using surface-functionalized mesoporous silica nanoparticles. Microporous 
Mesoporous Mater. 275, 270–277. https://doi.org/10.1016/J.MICROMESO.2018.09.007. 

Kinloch, A.J., Mohammed, R.D., Taylor, A.C., Eger, C., Sprenger, S., Egan, D., 2005. The effect of silica nano particles and rubber particles on the toughness of 
multiphase thermosetting epoxy polymers. J. Mater. Sci. 40, 5083–5086. https://doi.org/10.1007/s10853-005-1716-2. 

Langer, R., Vacanti, J.P., 1993. Tissue engineering. Science 260, 920–926. https://doi.org/10.1126/science.8493529. 
Li, D., Chen, D., Zhu, X., 2011. Reduction in time required for synthesis of high specific surface area silica from pyrolyzed rice husk by precipitation at low pH. 

Bioresour. Technol. 102, 7001–7003. https://doi.org/10.1016/j.biortech.2011.04.020. 
Liou, T.H., Yang, C.C., 2011. Synthesis and surface characteristics of nanosilica produced from alkali-extracted rice husk ash. Mater. Sci. Eng. B: Solid-State Materials 

for Advanced Technology 176, 521–529. https://doi.org/10.1016/j.mseb.2011.01.007. 
Liu, J., Su, Y., Li, Q., Yue, Q., Gao, B., 2013. Preparation of wheat straw based superabsorbent resins and their applications as adsorbents for ammonium and 

phosphate removal. Bioresour. Technol. 143, 32–39. https://doi.org/10.1016/j.biortech.2013.05.100. 
Liu, P., Tang, H., Lu, M., Gao, C., Wang, F., Ding, Y., Zhang, S., Yang, M., 2017. Preparation of nanosilica-immobilized antioxidant and the antioxidative behavior in 

low density polyethylene. Polym. Degrad. Stabil. 135, 1–7. https://doi.org/10.1016/j.polymdegradstab.2016.10.013. 
Liu, Y., Guo, Y., Gao, W., Wang, Zhuo, Ma, Y., Wang, Zichen, 2012. Simultaneous preparation of silica and activated carbon from rice husk ash. J. Clean. Prod. 32, 

204–209. https://doi.org/10.1016/J.JCLEPRO.2012.03.021. 
Lodriche, S.S., Soltani, S., Mirzazadeh, R., 2013. SILICON NANOCARRIER FOR DELIVERY OF DRUG, PESTICIDES AND HERBICIDES, AND FOR WASTE WATER 

TREATMENT. US 2013/02254.12 A1.  
Long, Z., Xu, W., Lu, Y., Qiu, H., 2016. Nanosilica-based molecularly imprinted polymer nanoshell for specific recognition and determination of rhodamine B in red 

wine and beverages. J. Chromatogr. B 1029 (1030), 230–238. https://doi.org/10.1016/J.JCHROMB.2016.06.030. 
Lu, J., Liong, M., Zink, J.I., Tamanoi, F., 2007. Mesoporous silica nanoparticles as a delivery system for hydrophobic anticancer drugs. Small 3, 1341–1346. https:// 

doi.org/10.1002/SMLL.200700005. 
Luckarift, H.R., Spain, J.C., Naik, R.R., Stone, M.O., 2004. Enzyme immobilization in a biomimetic silica support. Nat. Biotechnol. 22, 211–213. https://doi.org/ 

10.1038/NBT931. 
Luo, Z., Deng, Y., Zhang, R., Wang, M., Bai, Y., Zhao, Q., Lyu, Y., Wei, J., Wei, S., 2015. Peptide-laden mesoporous silica nanoparticles with promoted bioactivity and 

osteo-differentiation ability for bone tissue engineering. Colloids Surf. B Biointerfaces 131, 73–82. https://doi.org/10.1016/J.COLSURFB.2015.04.043. 

J. Sarkar et al.                                                                                                                                                                                                         

https://doi.org/10.1007/S10971-019-04922-7
https://doi.org/10.1007/S10971-019-04922-7
https://doi.org/10.1016/J.ENERGY.2014.04.108
https://doi.org/10.5829/IDOSI.IJEE.2017.08.01.13
https://doi.org/10.1016/J.JNONCRYSOL.2009.04.011
https://doi.org/10.1016/j.jnoncrysol.2009.04.011
https://doi.org/10.4028/www.scientific.net/AMR.626.997
http://www.fao.org/faostat/en/#data/GB
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref45
https://doi.org/10.1021/JF402894X
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref47
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref47
https://doi.org/10.1016/j.indcrop.2013.08.004
https://doi.org/10.1016/J.INDCROP.2014.11.045
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref52
https://doi.org/10.1016/J.JMRT.2019.10.059
https://doi.org/10.1016/J.BSECV.2019.09.006
https://doi.org/10.1039/C5PY00263J
https://doi.org/10.1016/J.COLCOM.2019.100181
https://doi.org/10.1007/S11696-020-01255-6
https://doi.org/10.1071/CH18229
https://doi.org/10.1515/BOTLIT-2016-0005
https://doi.org/10.1016/J.APSUSC.2011.01.084
https://doi.org/10.2147/IJN.S596
https://doi.org/10.1016/S0960-8524(99)00127-3
https://doi.org/10.1016/S0960-8524(99)00127-3
https://doi.org/10.1094/CCHEM.1998.75.4.484
https://doi.org/10.1094/CCHEM.1998.75.4.484
https://doi.org/10.1007/S41204-021-00124-1
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref48
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref65
https://doi.org/10.1007/S11356-020-11105-3/FIGURES/1
https://doi.org/10.1007/S11356-020-11105-3/FIGURES/1
https://doi.org/10.1039/C5AY01807B
https://doi.org/10.1016/J.MICROMESO.2018.09.007
https://doi.org/10.1007/s10853-005-1716-2
https://doi.org/10.1126/science.8493529
https://doi.org/10.1016/j.biortech.2011.04.020
https://doi.org/10.1016/j.mseb.2011.01.007
https://doi.org/10.1016/j.biortech.2013.05.100
https://doi.org/10.1016/j.polymdegradstab.2016.10.013
https://doi.org/10.1016/J.JCLEPRO.2012.03.021
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref77
http://refhub.elsevier.com/S1878-8181(21)00271-1/sref77
https://doi.org/10.1016/J.JCHROMB.2016.06.030
https://doi.org/10.1002/SMLL.200700005
https://doi.org/10.1002/SMLL.200700005
https://doi.org/10.1038/NBT931
https://doi.org/10.1038/NBT931
https://doi.org/10.1016/J.COLSURFB.2015.04.043


Biocatalysis and Agricultural Biotechnology 37 (2021) 102175

15

Ma, Y., Chen, H., Shi, Y., Yuan, S., 2016. Low cost synthesis of mesoporous molecular sieve MCM-41 from wheat straw ash using CTAB as surfactant. Mater. Res. Bull. 
77, 258–264. https://doi.org/10.1016/j.materresbull.2016.01.052. 

Madani Hosseini, M., Shao, Y., Whalen, J.K., 2011. Biocement production from silicon-rich plant residues: perspectives and future potential in Canada. Biosyst. Eng. 
110, 351–362. https://doi.org/10.1016/J.BIOSYSTEMSENG.2011.09.010. 

Masłowski, M., Miedzianowska, J., Strzelec, K., 2018. Influence of wheat, rye, and triticale straw on the properties of natural rubber composites. Adv. Polym. Technol. 
37, 2866–2878. https://doi.org/10.1002/adv.21958. 

Mehrasa, M., Asadollahi, M.A., Ghaedi, K., Salehi, H., Arpanaei, A., 2015. Electrospun aligned PLGA and PLGA/gelatin nanofibers embedded with silica nanoparticles 
for tissue engineering. Int. J. Biol. Macromol. 79, 687–695. https://doi.org/10.1016/J.IJBIOMAC.2015.05.050. 

Mohapatra, S., Sakthivel, R., Roy, G.S., Varma, S., Singh, S.K., Mishra, D.K., 2011. Synthesis of β-SiC powder from bamboo leaf in a DC extended thermal plasma 
reactor. https://doi.org/10.1080/10426914.2011.557127 26. https://doi.org/10.1080/10426914.2011.557127, 1362,1368.  

Mor, S., Manchanda, C.K., Kansal, S.K., Ravindra, K., 2017. Nanosilica extraction from processed agricultural residue using green technology. J. Clean. Prod. 143, 
1284–1290. https://doi.org/10.1016/j.jclepro.2016.11.142. 

Mridha, D., Paul, I., De, A., Ray, I., Das, A., Joardar, M., Chowdhury, N.R., Bhadoria, P.B.S., Roychowdhury, T., 2021. Rice seed (IR64) priming with potassium 
humate for improvement of seed germination, seedling growth and antioxidant defense system under arsenic stress. Ecotoxicol. Environ. Saf. 219, 112313. 
https://doi.org/10.1016/J.ECOENV.2021.112313. 

Mullick, A., Moulik, S., Bhattacharjee, S., 2018. Removal of hexavalent chromium from aqueous solutions by low-cost rice husk-based activated carbon: kinetic and 
thermodynamic studies. Indian Chem. Eng. 60, 58–71. https://doi.org/10.1080/00194506.2017.1288173. 

Nagendran, R., 2011a. Agricultural Waste and Pollution. Elsevier Inc, Waste. https://doi.org/10.1016/B978-0-12-381475-3.10024-5.  
Nagendran, R., 2011b. Agricultural Waste and Pollution. In: Waste. Elsevier Inc., pp. 341–355. https://doi.org/10.1016/B978-0-12-381475-3.10024-5 
Naqvi, J., Shah, F.H., Mansha, M., 2011. Extraction of amorphous silica from wheat husk by using KMnO4. JOURNAL OF FACULTY OF ENGINEERING \& 

TECHNOLOGY 18, 39–46. 
Nasreen, S., Rafique, U., Ehrman, S., Ashraf, M.A., 2018. Synthesis and characterization of mesoporous silica nanoparticles for environmental remediation of metals, 

PAHs and phenols. Ekoloji 27, 1625–1637. 
Nguyen, V.H., Vu, C.M., Choi, H.J., Kien, B.X., 2019. Nanosilica extracted from hexafluorosilicic acid of waste fertilizer as reinforcement material for natural rubber: 

preparation and mechanical characteristics. Materials 12. https://doi.org/10.3390/ma12172707. 
Norsuraya, S., Fazlena, H., Norhasyimi, R., 2016a. Sugarcane bagasse as a renewable source of silica to synthesize santa barbara amorphous-15 (SBA-15). Procedia 

Engineering 148, 839–846. https://doi.org/10.1016/J.PROENG.2016.06.627. 
Norsuraya, S., Fazlena, H., Norhasyimi, R., 2016b. Sugarcane bagasse as a renewable source of silica to synthesize santa barbara amorphous-15 (SBA-15). Procedia 

Engineering 148, 839–846. https://doi.org/10.1016/j.proeng.2016.06.627. 
NPMCR, 2014. National Policy for Management of Crop Residues (NPMCR). Department of Agriculture and Cooperation, Department of Agriculture and Cooperation, 

Ministry of Agriculture, Government of India. 
Okoronkwo, E.A., Imoisili, P., Olusunle, S., 2013. Extraction and characterization of amorphous silica from corn cob ash by sol-gel method. Chemistry and Materials 

Research 3, 68–72. 
Olutoge, F.A., Oladunmoye, O.M., 2017. Bamboo leaf ash as supplementary cementitious material. American Journal of Engineering Research 6, 1–8. 
Osuji, S., Lukuman, B.I., 2018. Investigation of the properties of self-compacting concrete with palm kernel shell ash as mineral additive. Journal of Civil Engineering 

and Construction Technology 9, 11–18. https://doi.org/10.5897/JCECT2017.0473. 
Pa, F.C., Chik, A., Bari, M.F., 2016. Palm ash as an alternative source for silica production. In: MATEC Web of Conferences. https://doi.org/10.1051/matecconf/ 

20167801062. 
Patel, K.G., Shettigar, R.R., Misra, N.M., 2017a. Recent advance in silica production technologies from agricultural waste stream–review. Journal of Advanced 

Agricultural Technologies 4, 274–279. https://doi.org/10.18178/joaat.4.3.274-279. 
Patel, K.G., Shettigar, R.R., Misra, N.M., 2017b. Recent advance in silica production technologies from agricultural waste stream–review. Journal of Advanced 

Agricultural Technologies 4, 274–279. https://doi.org/10.18178/JOAAT.4.3.274-279. 
Patil, R., Dongre, R., Meshram, J., 2014. Preparation of Silica Powder from Rice Husk. 
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A B S T R A C T   

Nanotechnology has immense potential in the field of agriculture. This study utilized an eco- 
friendly method to synthesize iron oxide nanoparticles (FeO-NPs) using leaf extract of Adian-
tum lunulatum. The synthesized FeO-NPs were characterized by UV–visible spectroscopy, FTIR, 
zeta potential, XRD, EDX and TEM analysis. The nanoparticles were quasi-spherical, with a mean 
particle size of 5 ± 1 nm (range: 3–10 nm). The 100 mg/L dose of FeO-NPs was further applied in 
the rice growth medium to check the effect of FeO-NPs on the growth of rice seedlings against 
arsenic (As) stress. FeO-NPs significantly improved seed germination by 9.8% and 15.4%, 
respectively, of seeds germinated under 50 μm AsIII and 50 μm AsV stress when compared to seed 
germinated in only 50 μm AsIII and 50 μm AsV. The phytotoxic effect of AsIII on seed germi-
nation, seedling growth, chlorophyll content was more severe than AsV. However, IONP ferti-
gation helps the rice plants to overcome the detrimental effect caused by As exposure. FeO-NPs 
increased the growth and vigour of the seedlings under As stress. The uptake and translocation of 
As by seedlings were decreased with IONP fertigation under As stress. The reduced accumulation 
of As in seedlings treated with FeO-NPs caused a significant (p ≤ 0.05) reduction in oxidative 
stress and antioxidants activities. All these findings indicated that the synthesis of FeO-NPs using 
Adiantum lunulatum leaf extract not only produces safe and non-toxic FeO-NPs but these FeO-NPs 
can be also efficiently improve the rice seedling growth under As stressed condition.  
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NMeNP Non-metallic nanoparticle 
MeNP Metallic nanoparticle 
TEM Transmission electron microscope 
SEM Scanning electron microscope 
EDX Energy Dispersive X-ray Spectroscopy 
FTIR Fourier transform infrared spectroscopy 
DAS Days after seeding 
VG I Vigour Index I 
RWC Relative water content 
TW Turgid weight 
DW Dry weight 
TBARS Thiobarbituric acid reactive substances 
PVP Polyvinylpyrrolidone 
NBT Nitroblue tetrazolium 
AAS Atomic Absorption spectrometry 
SRMs Standard reference materials 
TF Translocation factor 
SD Standard deviation 
EL Electrolyte leakage 
SOD Superoxide dismutase 
APX Ascorbate peroxidase 
CAT Catalase  

1. Introduction 

Nanoparticles are the particulate scatterings or strong particles with the nano-range between 10 and 1000 nm. Nanoparticles are of 
broadly two types non-metallic nanoparticle (NMeNP) and metallic nanoparticle (MeNP). NMeNP includes various bio-polymers, 
carbon-related compounds etc (Dasgupta et al., 2017). Metallic nanoparticles (MeNPs) are in increasing demand due to their 
innate metallic properties. They are widely used in the field of sensing (El-Ansary and Faddah, 2010), catalytic (Astruc, 2020), 
agriculture (Y. Ghidan and M. Al Antary, 2020) medicine, etc. (Murthy, 2007). Iron nanoparticles (FeO-NPs) are being widely used due 
to their size and magnetic properties. It was first widely employed for the clean-up of polluted soil and groundwater. FeO-NPs are also 
applied as (i) absorbent of toxic chemicals and/or (ii) photocatalysts for conversion/degradation of toxic pollutants to non-toxic forms 
(Xu et al., 2012). FeO-NPs have been successfully employed for wastewater treatment and removal of toxic elements like arsenic (Jang 
et al., 2008; Xu et al., 2012; Zou et al., 2016) and also as exceptional nano fertilizers (Rui et al., 2016). Among the different phases of 
iron nanoparticles, α-Fe2O3 nanoparticles are a widely studied material, which has a wide array of applications. 

Synthesis of FeO-NPs is mainly carried out by chemical route using different reducing chemicals (Gupta et al., 2010). The 
chemicals, used during chemical synthesis and by-products generated after these chemical reactions, are hazardous in nature (Das 
et al., 2017). Therefore, biologically synthesized nanoparticles are preferred over chemically synthesized nanoparticles due to their 
less toxicity and environment-friendly nature. Plant contains a variety of terpenoids, polysaccharides, phenols, and flavonoids which 
act as reducing agents and facilitate the formation of stable MeNPs (Sarkar et al., 2020). FeO-NPs were synthesized using tea, gardenia, 
and Aloe vera leaf extracts in several investigations (Ahmmad et al., 2013; Karade et al., 2019; Mukherjee et al., 2016). 

Lower groups of plants like algae (Saif et al., 2016), bryophytes (Acharya and Sarkar, 2014; Saif et al., 2016), fungi (Acharya et al., 
2010; Sarkar et al., 2011a, 2011b, 2011c, 2012a, 2012b, 2013, 2014, 2017; Sarkar and Acharya, 2017) are preferred cryptograms for 
producing metal nanoparticles. However, the potential of several pteridophytes (fern and fern allies) for the synthesis of nanoparticles 
has received less attention. Until recently, only a few species have been utilized, including Pteris tripartite (Baskaran et al., 2016), 
Adiantum capillus-veneris (Chatterjee et al., 2019), Adiantum philippense (Chatterjee et al., 2019), Asplenium scolopendrium (Chatterjee 
et al., 2019), Actinopteris radiata (Chatterjee et al., 2019), Azolla microphylla (Chatterjee et al., 2019), and others (Sarkar et al., 2020). 
However, Adiantum lunulatum Burm. f. is well-known for its antibacterial, antioxidant, and other therapeutic characteristics (Mengane, 
2016). The plant extract may have anti-hyperglycemic properties, as well as some therapeutic properties against influenza and TB. A 
recent study also confirmed that the synthesis of copper oxide NPs using Adiantum lunulatum plant extract has an ameliorative effect on 
defense and antioxidant enzymes activities of Lens culinaris (Sarkar et al., 2020). 

Arsenic (As) contamination of soil and water is a major problem in various parts of the world (Chowdhury et al., 2020b,a). Arsenic 
exposure to humans can also cause potential carcinogenic and non-carcinogenic effects (Joardar et al., 2021a,b(Joardar et al., 2021b)). 
In Southeast Asia, Ganga-Meghna-Brahmaputra flood plain is considered as worst As affected area (Das et al., 2021a,b; De et al., 2021). 
Rice is a major crop and main source of food for people living in this part of the world. However, a substantial amount of rice is still 
cultivated in As contaminated soil and water (Chowdhury et al., 2020b; Mridha et al., 2021). The presence of inorganic As species 
(AsIII and AsV) in soil and water causes a phytotoxic effect when enters the plant (Mridha et al., 2021; Ray et al., 2021; Sarkar et al., 
2020, 2021). Several kinds of research had been attempted to remove or immobilise As from water and soil using different chemically 
synthesized nanoparticles. However, the non-toxicity of green synthesized FeO-NPs make them a lucrative option to remediate As from 
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soil and water. Previously, green synthesized α-Fe2O3 NPs were used for the removal of As from wastewater (Mukherjee et al., 2016). 
Likewise, green synthesized iron oxide nanoparticles using Excoecaria cochinchinensis leaves were utilized to stabilized soil As fraction 
(Su et al., 2020). Different doses of chemically synthesized FeO-NPs were also utilized to remediate As stress in plants (Bidi et al., 2021; 
Shabnam et al., 2019a). However, limited research has been carried out with green synthesized FeO-NPs to alleviate As toxicity from 
the plant (Khan et al., 2021). Therefore, the main goal of this study was designed to synthesize FeO-NPs through a green route by using 
Adiantum lunulatum plant leaves extract as a reducing agent and investigate the efficiency of synthesized FeO-NPs in the alleviation of 
arsenic stress from rice plants during the seedling stage. 

2. Materials and methods 

2.1. Synthesis and characterization of FeO-NPs 

2.1.1. Plant material and chemicals 
Freshly plucked Adiantum lunulatum Burm. f. was collected from a local area in Garia, Kolkata, West Bengal (22.4629◦N 

88.3968◦E). Iron (III) chloride hexahydrate (FeCl3.6H2O) and sodium hydroxide (NaOH) pellets were purchased from Merck, Ger-
many. The chemicals were further used without any purification. During plant extraction and nanoparticle synthesis, deionized water 
was used. 

2.2. Preparation of plant extract and synthesis of FeO-NPs 

20 to 35 plant samples were collected initially and weighted in a digital balance. From there 10 gm of plant samples were selected 
(usually 5 to 10 plants depending on the size of the plant) and was washed out with tap water to remove any particulate contamination 
and thereafter with deionized water, respectively. The superficial water was soaked from the plant surface with a paper towel. Further, 
the pinnules of the plant were taken and a paste was made out of it in the mortar and pestle and 100 ml of deionized water was added to 
it (Sarkar et al., 2020). Finally, the extract was attained with the help of a Whatman’s filter paper no.1 in a conical flask thrice to get the 
plant extract. 

The green synthesis of iron oxide (Fe2O3) nanoparticles using plant extract was performed by a bottom-up process approach and 
reduction technique by a single pot system revamping the procedure by Sarkar et al. (2020). At first, the measured amount (100 ml of 3 
mM) of FeCl3.6H2O was added to a beaker. Then the plant extract was added slowly into the solution. Finally, the FeCl3 solution 
reacted with 100 ml of filtered plant extract. The entire reaction was done at pH 11 by adding 1 M NaOH. The mixture was stirred 
continuously for a minimum of 1 h and the formation of a dark brown colour solution confirmed the synthesis of FeO-NPs. The 
synthesized FeO-NPs were separated by centrifugation at 12,000×g for 15 min and the pellet containing FeO-NPs were washed (3 
times) with deionized water followed by drying at 80 ◦C for 3 h and stored for further use. 

2.3. Characterization of FeO-NPs 

The UV–visible spectra of the synthesized FeO-NPs had been recorded using a Hitachi 330 spectrophotometer. The morphological, 
topographical, size and purity of the nanoparticles were analysed by a transmission electron microscope (TEM) [Tecnai G2 spirit 
Biotwin (FP 5018/40), operating at around 80 kV accelerating voltage] and a scanning electron microscope (SEM) (Hitachi S 3400 N) 
outfitted with an Energy Dispersive X-ray Spectroscopy (EDX), respectively. The zeta potential (Charge distribution) of the nano-
particles was studied using a Beckman Coulter DelsaTM Nano Particle Analyzer (USA) by illuminating the solution with a He–Ne laser 
(658 nm) in a sample cell. The crystallinity of the FeO-NPs was analysed by XRD. The diffracto gram was documented by PANalytical, 
XPERTPRO diffractometer using Cuk (Cu Kα radiation, λ 1.54443) as X-ray source running at 45 kV and 30 mA. To identify the 
functional groups, present in synthesized FeO-NPs, Fourier transform infrared spectroscopy (FTIR, Shimadzu 8400 S) was employed to 
record and analyse the spectral data range between 4000 and 400 cm− 1. 

2.4. Plant material, seed preparation and experimental design 

Rice (Oryza sativa L. c.v. Ranjit) seeds were collected from the Madhusudankati village (22◦54′14.51′′ N, 88◦46′25.36′′ E), Gaighata 
block, West Bengal, India which is one of the worst As affected area of India. The rice seeds were surfaced sterilized with H2O2 (30%) 
solution for 10 min and then washed with distilled water three times. The seeds were then kept for germination in their respective 
treatment. Total five treatments were designed for this experiment and all the treatments were set up in triplicate. In each treatment 20 
rice seeds were placed for germination. The experiment has 50 μM of both AsIII (NaAsO2, MW: 129.91 g mol− 1) and AsV (Na3AsO4, 
MW: 207.88 g mol− 1) along with 100 mg/L of FeO-NPs. The details of the five experimental sets were: control (Hogland medium); 50 
μM AsIII; 50 μM AsV; 50 μM AsIII + FeO-NPs and 50 μM AsV + FeO-NPs. The treatments were produced by adding As and FeO-NPs, 
respectively in the Hogland solution. Before application, the FeO-NPs were sonicated using a probe sonicator for 5 min to achieve 
homogenised distribution in the nutrient solution. The pH of the nutrient medium was maintained between 5.7 and 6.0 using 0.1 M 
KOH and HCl, and the nutrient medium was changed after every 3 days. The entire experiment was conducted for 14 days after seeding 
(DAS). 

2.5. Seed germination and seedling vigour 

The seeds in their respective treatment were grown hydroponically under a controlled environment. For rice seed germination, all 
treatments were kept in dark at 27 ± 1 ◦C with a humidity of 60–70%. The germination of seeds was counted at 3 DAS and a seed was 
considered as germinated only when the radicle length was found ≥2 mm (Mridha et al., 2021). After 3 DAS, the germinated seeds 
were kept under controlled photoperiod (14/10 h light/dark cycle) till 14 DAS (Zhang et al., 2021). The seedling vigour at 14 DAS was 
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measured according to Mridha et al. (2021).  

Vigour Index I (VG I) = Standard Germination % × {Average Seedling Length (Root + Shoot)}                                               

2.6. Determination of relative water content (RWC) 

For the determination of RWC in seedlings, the fresh leaf was weighed and placed in a Petri dish containing distilled water. The 
Petri dish was then kept in dark at room temperature inside a BOD incubator for 24 h. Afterwards, the turgid weight (TW) of the leaf 
was taken. The leaf sample was again kept in the oven for drying at 80 ◦C and after 24 h, the dry weight (DW) was measured. The RWC 
of rice seedlings were calculated according to Barrs and Weatherley (1962). 

RWC=
FW − DW
TW − DW

× 100  

2.7. Estimation of chlorophyll content 

The chlorophyll (a and b) content of the rice seedlings was measured based on the Arnon method (Arnon, 1949). The seedling leaf 
was homogenised with 80% acetone and centrifuged at 10,000×g for 10 min. The absorbance of the leaf extract was measured 
spectrophotometrically at 663 nm (chlorophyll a) and 645 nm (chlorophyll b). 

2.8. Estimation of electrolyte leakage 

The fresh leaf tissues (500 mg) were segmented into pieces and vacuumed for 20 min in 20 ml deionized water. Conductivities (C1) 
were measured after the leaves were maintained in the dark for additional 2 h at room temperature. The conductivities (C2) were 
tested again after the leaf samples were put in boiling water for 15 min. The percentage of electrolyte leakages were estimated ac-
cording to the following formula (Cao et al., 2007). 

EL=
c1

c2
× 100  

2.9. Determination of H2O2, lipid peroxidation and proline content 

The amount of H2O2, TBARS (thiobarbituric acid reactive substances) and proline content in root and shoot leaf of rice seedlings 
were measured according to the proposed methods of Velikova et al. (2000) (Velikova et al., 2000), Heath and Packer (1968) (Heath 
and Packer, 1968) and Bates et al. (1973) (Bates, L. S., Waldren, R & Teare, 1973), respectively. The detailed methodology of H2O2, 
TBARS and proline estimation were followed according to Mridha et al. (2021). 

2.10. Antioxidant enzymes activities 

The antioxidant enzyme assays were performed by extracting 0.2 g of root and shoot tissues of rice seedlings in 2 ml of chilled 0.1 M 
potassium phosphate buffer (pH 7.0) containing 1 mM EDTA and 1% (w/v) Polyvinylpyrrolidone (PVP). The protein content of 
antioxidant enzyme extracts was measured according to Lowry et al. (1951) Lowry et al. (1951). Superoxide dismutase (SOD; EC 
1.15.1.1), activities were estimated by measuring its ability to inhibit photochemical reduction of nitroblue tetrazolium (NBT), as 
prescribed by the scientific manuscript of Beauchamp and Fridovich (1971) Beauchamp and Fridovich (1971). For the ascorbate 
peroxidase (APX; EC 1.11.1.11) assay, the H2O2 dependent ascorbic acid (ε = 2.8 mM− 1 cm− 1) oxidation was taken into account by 
measuring the decrease in absorbance for 1 min at 290 nm Nakano and Asada (1981). The catalase (CAT; EC 1.11.1.6) activity was 
determined after 0.1 ml of enzyme extract was mixed with 1.5 ml of 50 mM phosphate buffer followed by 15 mM H2O2. After an 
incubation period of 1 min, the continuously decreasing absorbances of the mixtures were measured every 1 min interval at 240 nm 
Aebi (1984). 

2.11. Arsenic and iron content in rice seedling 

For estimation of As and Fe content in rice seedling, 0.02–0.1 g of dried root and shoot tissues were digested overnight with 2 ml of 
HNO3 and 1 ml H2O2. The digested samples were then placed on a hotplate for evaporation. Afterwards, the evaporated samples were 
subjected to volume makeup and filtered through Whatman filter paper (0.45 μm). The analysis of As and Fe content of root and shoot 
tissues were performed through Atomic Absorption spectrometry (AAS) (Chowdhury et al., 2020b; Mridha et al., 2021). 

2.12. Quality control and quality assurance 

The standard reference materials (SRMs) of rice flour 1568a and tomato leaf 1573a and spiked samples were analysed during the 
estimation of As and Fe to maintain the quality control and assurance of the analysis. The digestion of SRM 1568a (rice flour) and 
1573a (tomato leaf) samples, followed by As analysis, yield 96.3 ± 0.4% and 94.2 ± 0.8% recovery, against their certified value of 
0.29 ± 0.03 and 0.1126 ± 0.0014 mg/kg, respectively. The recovery of Fe from the SRM 1568a (rice flour) and 1573a (tomato leaf) 
were 93.7 ± 1.2% and 95.3 ± 0.9%, against their respective certified values of 7.4 ± 0.9 mg/kg and 368 ± 7 mg/kg. 

2.13. Translocation of As and Fe 

The translocation of As and Fe from root to shoot of rice seedling was calculated according to the following equation (Chowdhury 
et al., 2020b) 
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Translocation factor (TF)=
Concentration ofAs or Fe in shoot (mg/kg)

Concentration As or Fe in root (mg/kg)

The value of TF > 1 indicates that the plant can translocate metal or metalloid effectively from root to shoot (Chowdhury et al., 
2020b). 

2.14. Statistical analysis 

All experimental results were collected in triplicate and the data was demonstrated as average value ± standard deviation (SD). The 
one-way ANOVA test followed Tukey-HSD (p ≤ 0.05) test was carried out to present the difference between treatments in Origin 
(2019b) (Origin Lab Corporation). 

Fig. 1. Three conical flasks containing (a) only Adiantum lunulatum Extract (ALE), (b) the reaction mixture of ALE and Fecl3 solution, (c) only Fecl3 solution, 
respectively. 

Fig. 2. The UV–visible absorption spectrum (a) (Created with BioRender.com), FTIR spectra (b) and XRD pattern (c) of green synthesized FeO-NPs. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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3. Results and discussion 

3.1. Physiological characteristics of the plant 

The plant is rhizomatous and grows sub-erect to erect. Rachis and the body appear glossy and glabrous. The lamina is lanceolate 
and pinnate. The plant’s entire loftiness extends from 9 to 18 inches and is non-articulate. The stem turns from brownish to dark colour 
when it matures. Pinnae are coarsely rubbery, dark green or pale in colour, glabrous on both sides, and come in groups of up to 10 
pairs, alternating, stalked, fan-shaped (Hillis, 1987; Pallavi, 2011; Verdcourt, 2002). The pinnate venation pattern is dichotomous 
(Pallavi, 2011). Unlike sporangia, which are confined in sporocarps, sporophylls are not assembled in strobili. Sori are not dorsal and 
feature a false indusium, with sporangia forming in distinct groups (Kramer and Green, 1990). 

The stem has 3–4 layers of sclerenchymatous ground tissue, trailed by parenchymatous cells in a transverse cross section. Xylems 
are both exarch and diarch and seem to be V-shaped with two inward-facing arms (Kramer and Green, 1990; Pallavi, 2011; Resmi et al., 
2016; van den Boom, 2016). The exine of the spore appears rugulate in SEM images, which is a distinguishing characteristic of the 
species (Tryon and Lugardon, 1991). As a result of the aforementioned recommendations, the specimen is identified as Adiantum 
lunulatum Burm.f. (=A. philippense Linn.) (Family Pteridaceae) (Chatterjee et al., 2019; Sarkar et al., 2020). 

3.2. Characterization of green synthesized FeO-NPs 

3.2.1. UV–visible spectroscopic analysis of FeO-NPs 
The stimulation of the surface plasmon resonance of FeO-NPs gave the reaction solution its distinctive brown-red colour, which 

served as a useful spectroscopic hallmark of their production (Fig. 1). In the identical experimental circumstances, neither the positive 
control group (FeCl3 Solution) nor the negative control group (ALE) showed any significant colour change. Using a UV–Visible 
spectrophotometer, the reduction of ferric oxide was analysed spectroscopically. This revealed a 270 nm absorbance peak (Fig. 2a), 
which was unique to FeO-NPs (Saif et al., 2016). 

3.2.2. Zeta potential of FeO-NPs 
The zeta potential of FeO-NPs revealed a negative surface charge with a value of − 0.23 mv, as illustrated in Supplementary Fig. 1. 

When all of the particles in a suspension have a negative or positive zeta potential, they reject each other and have little propensity to 
join together. When maintained for more than a month, the slightly negative charge on the nanoparticles was presumably responsible 
for the excellent stability of the FeO-NPs, which did not form any aggregates (Sarkar et al., 2020). 

3.2.3. FTIR analysis of FeO-NPs 
The FTIR spectra of the green synthesized FeO-NPs highlighted the functional groups present in FeO-NP (Fig. 2b). The peak that 

Fig. 3. EDX spectrum (a), Particle size (b), TEM (c) and SAED pattern (d) of green synthesized FeO-NPs. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the Web version of this article.) 
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appeared near 660 cm− 1 could be assigned to the stretching vibration of the Fe–O–Fe bond in s FeO-NPs (Rahman et al., 2011). The 
peaks found in between 3400 and 3300 cm− 1, 1630 cm− 1, 1400 cm− 1 and 1057 cm− 1 were assigned to stretching vibration of O–H 
bond, stretching vibration C––O bond, bending vibration of C–H and stretching vibration of C–N bond, respectively (Karade et al., 
2019; Mukherjee et al., 2016). The occurrence of these bonds can be attributed to the presence of the phenolic hydroxyl group, 
phenolic acids, terpenoids-phenols, and aliphatic amines. These functional groups are also responsible for the reduction of Fe3+ ions 
and behave as the capping agent of the nanoparticles (Karade et al., 2019). 

3.2.4. XRD study of IONPs 
The XRD measurement is frequently found to be a valuable analytical tool for determining the crystalline nature of freshly 

generated compounds and their phases. The XRD pattern of the FeO-NPs, shown in Fig. 2c, clearly identified the fcc structure of 
α-Fe2O3 nanoparticles (JCPDS file, No. 89–2810) (51). XRD peaks noticed at 2 values of 28◦, 33◦, 35◦, 41◦, 49◦, 54◦, 57◦, 62◦, and 64◦

for the generated nanoparticles corresponded to the (012), (110), (113), (202), (024), (116), (018), (214), and (300) planes of the 
α-Fe2O3 nanoparticles, respectively (Soflaee et al., 2015; Zangeneh Kamali et al., 2014). During this measurement, a sequence of 
diffraction peaks was detected that were consistent with the theory. The prominent peaks of the XRD pattern suggest that the green 
synthesized FeO-NPs were well-crystallized α-Fe2O3 (Han et al., 2013). 

3.2.5. EDX observation of FeO-NPs 
The EDX spectrum from one of the densely populated ferric oxide nanoparticles regions, obtained in the spot-profile mode, is shown 

in Fig. 3a. EDX spectra showed two distinct signals of iron (Fe) and oxygen (O) in synthesized FeO-NPs (Mukherjee et al., 2016). Peak 
related to any other element did not appear in the EDX spectrum, which confirmed that the synthesized FeO-NPs were made of Fe and 
O. 

3.2.6. Transmission electron microscopy of FeO-NPs 
A transmission electron microscope (TEM) study was carried out to analyse the size and morphology of the synthesized FeO-NPs. 

The average size of these FeO-NPs was 5 ± 1 nm (Range: 3–10 nm) (Fig. 3b) (Mukherjee et al., 2016). In nature, particles were found to 
be quasi-spherical and mono-disperse (Fig. 3c). Further analysis of FeO-NPs using SAED patterns indicated that the shells of large-size 
nanoparticles, as well as a fraction of small nanoparticles, are made up of highly crystalline iron oxide (Fig. 3d). A similar type of 
findings has been observed earlier (Simeonidis et al., 2008). The majority of the FeO-NPs in the TEM picture was not in physical touch 
but were separated by a suitably undeviating inter-particle distance. 

3.3. Effect of FeO-NPs and As stress on seed germination and seedling growth 

One of the most important parameters to evaluate in this study is seed germination. The control group had the highest germination 
percentage (93.33%) of all of the treatments (Table 1). The germination of rice seedlings was affected by both AsIII and AsV stress 
(Table 1). Previous studies by Choudhury et al., (2011) and Shri et al., (2009) also indicate the same consequences of As toxicity. 
(Rahman et al., (2012) reported that the moisture content and nutrient absorption in seeds were considerably decreased with an 
increase in arsenic (As) concentration. However, the application of FeO-NPs significantly (p ≤ 0.05) improved the germination by 
9.8% and 15.4% as compared to seeds germinated in AsIII and AsV, respectively. Khan et al. (2021) reported that the application of 5 
ppm FeO-NPs increased the rice seed germination by 65% under As stressed condition. Earlier study observed that FeO-NPs diffuses 
through the seat-coat of mung bean (Vigna radiata) seeds and increases the water uptake, activity of amalyse and starch metabolism of 
seeds, which in turn led to increase the germination of mung bean plants (Raju et al., 2016). The root and shoot growth of rice seedlings 
were significantly (p ≤ 0.05) affected under AsIII and AsV stress (Supplementary Fig. 2). The root growth was hindered under As stress 
due to the initial exposure of the root to the As stressed environment (Mridha et al., 2021). The As toxicity also restrict the shoot growth 
by inhibiting the cell division, hydrolytic enzyme activity and translocation of nutrients from root to shoot (Karimi et al., 2013). The 
biomass yield was also minimal due to the lowered root and shoot growth. AsIII had a greater phytotoxic effect on seedling growth than 
AsV, which is consistent with previous research (Mridha et al., 2021). Arsenic (III) inhibits the metabolic process by interacting with 
thiol groups. However, FeO-NPs significantly (p ≤ 0.05) improved the biomass and the seedling vigour (Bidi et al., 2021). FeO-NPs 
improved seed germination, root and shoot length, fresh weight, and vigour index, reducing As absorption and protecting seedlings 
from abiotic stress (Khan et al., 2021). Moreover, FeO-NPs promotes plant growth by improving hormonal (gibberellin and cytokinin) 
regulation, photosynthetic activity and redox process of the plants under heavy metal stress (Mahakham et al., 2017; Rizwan et al., 
2019). 

Table 1 
Effects of FeO-NPs and As stress on seed germination, root growth, shoot growth, seedling fresh weight and seedling vigour.  

Treatments Germination (%) Root length (cm) Shoot length (cm) Fresh wt. (mg) Vigour index 

Control 93.33 ± 5.77a 9.22 ± 0.43a 18.76 ± 0.3a 148.27 ± 7.76a 2611.37 ± 148.63a 
AsIII 61.66 ± 2.88 d 2.13 ± 0.35e 7.46 ± 0.31e 90.33 ± 4.8c 591.31 ± 104.2e 
AsV 65±5dc 4.38 ± 0.2 d 10.33 ± 0.35 d 96.34 ± 5.69c 956.15 ± 137.4 d 
AsIII + IONPs 68.33 ± 2.88c 5.58 ± 0.65c 14.2 ± 0.45c 109.45 ± 6.64bc 1351.56 ± 157.69c 
AsV + IONPs 76.88 ± 5.77 6.74 ± 0.3 b 15.6 ± 0.3 b 117.62 ± 5.3 b 1717.49 ± 149.8 b 

The same letters within the same column indicate values are not significantly different at P ≤ 0.05 using Tukey’s HSD multiple comparison test. 
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3.4. Effect of FeO-NPs on As and Fe uptake and translocation 

Higher As content was recorded in root and shoot tissue of rice seedling grown in only AsIII and AsV, respectively, as compared to 
those grown in different As species along with FeO-NPs (Fig. 3a). The As species enters into the plant system via different transporters 
and aquaporin channels present in plant root. Plant roots inadvertently take up AsV through phosphate transporters, whereas AsIII 
enters through silicic acid trans-porters and some aquaporin channels (Wang et al., 2018). FeO-NPs application in growth medium 
significantly (p ≤ 0.05) reduced the As accumulation in the root by 46.36% and 48.17% under AsIII and AsV stress, respectively. A 
similar reduction in heavy metals uptake by rice plants under FeO-NPs fertigation was also confirmed in other studies (Sebastian et al., 
2018; Shabnam et al., 2019b). The FeO-NPs adsorbed the As ions on its surface, hence the bioavailability of As to plants was reduced 
(Chowdhury et al., 2020b). The competitive uptake of As and Fe at the root surface could be a possible reason for the reduced uptake of 
As in rice seedlings (Bidi et al., 2021). Supplementation of FeO-NPs also reduced the translocation of As from root to shoot by 13.6% 
and 14.2% as compared to seedlings grown in only AsIII and AsV (Fig. 3b). Application of FeO-NPs increased the Fe accumulation and 
its subsequent translocation from root to shoot in As stressed rice seedlings (Fig. 3c and d). The accumulation of Fe in root and shoot of 
rice seedlings treated with FeO-NPs were significantly (p ≤ 0.05) increased by 61.5% and 65.4%, respectively. Fe is classified as a 
micronutrient and required for plant metabolism. Fe also plays a crucial role in both redox reactions and photosynthetic pigment 
synthesis. The deficiency of Fe in plants caused leaf necrosis, stunted growth; Fe deficiency also disrupts the electron transport chain 
(Raes et al., 2014). An earlier study found As toxicity hampered the rice plant growth by minimizing the Fe accumulation and 
translocation (Ghorbani et al., 2021) and these observations were also matched with our findings where uptake and translocation of Fe 
were comparatively less in seedlings treated only with As (AsIII and AsV) as compared to control. As a result, fertigation with FeO-NPs 
counteracts the phytotoxic effect of As by restoring Fe homeostasis. 

3.5. Effect of FeO-NPs and As on oxidative stress, lipid peroxidation, electrolyte leakage and proline 

The As phytotoxicity in plants triggers the accumulation of reactive oxygen species (ROS) in plants which further causes oxidative 
stress in plants. A significant (p ≤ 0.05) increase in H2O2 content was observed in root and shoot of rice seedling under only As (AsIII 
and AsV) stressed conditions as compared to the seedlings treated with FeO-NPs (Fig. 4a). The FeO-NPs treatment reduced the shoot 
H2O2 content by 35.84% and 47.66% as compared to AsIII and AsV treatment, respectively. The increment in H2O2 content can cause 
oxidative damage to lipids and proteins and eventually rupture the cell wall and makes the cell leaky (Gunes et al., 2008). 

TBARS is a measure of lipid peroxidation and also is an indirect measurement of ROS generated in the plants. Arsenic accumulation 
in root and shoot increased accumulation of H2O2 which in turn damages biomacromolecules such as membrane lipids and induces 
membrane lipid peroxidation (Bidi et al., 2021; Mridha et al., 2021). The amount of TBARS in seedling root was increased by 25.9% 
and 32.9% under AsIII and AsV treatment, respectively, as compared to AsIII + FeO-NPs and AsV + FeO-NPs treated seedlings 
(Fig. 4b). Mousavi et al. (2020) also observed a similar level of lipid peroxidation due to oxidative stress caused by As toxicity (Mousavi 
et al., 2020). The hike in lipid peroxidation caused an increase in electrolyte leakage in seedlings treated only with As (AsIII and AsV). 

Fig. 4. Arsenic content (a), arsenic translocation factor (b), iron content (c) and iron translocation factor (d) of 14 DAS rice seedlings. Vertical bars represent mean 
with standard deviation and the same letters in the vertical bars are not significantly different (Tukey’s HSD multiple comparisons at p ≤ 0.05). 
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However, the application of FeO-NPs reduced the electrolyte leakage (EL) in rice seedlings by 16.6% and 19.7% as compared to the 
seedlings treated with only AsIII and AsV, respectively (Fig. 4c). The IONP mediated reduction in oxidative stress markers and EL was 
also reported in an earlier study (Adrees et al., 2020). 

Plants, when exposed to As stress, tend to accumulate free proline, which is an osmolyte that is responsible for maintaining op-
timum osmotic potential (Moulick et al., 2016). However, excess levels of proline can hamper substrate-level phosphorylation and 
inhibit certain metabolic reactions (Alia and Saradhi, 1991). To mitigate oxidative damage caused by As exposure in plants, higher 
levels of proline was observed in root and shoot of seedlings treated only with AsIII and AsV, respectively (Fig. 4d). The application of 
FeO-NPs in growth medium significantly (p ≤ 0.05) reduced the shoot proline content by 47.12% and 33.51% as compared to only 
AsIII and AsV treatment, respectively. Bidi et al. (2021) also observed a similar reduction in proline level when rice seedlings were 
fertigated with FeO-NPs under As stressed conditions (Bidi et al., 2021). Moreover, FeO-NPs succeeded in the reduction of H2O2, 
TBARS, EL and proline level in rice seedlings by lowering the As uptake and translocation. 

3.6. Effect of FeO-NPs and As stress on chlorophyll and RWC 

Photosynthetic pigments are an integral part of the plant’s machinery and are used as a stress indicator. This study confirmed that 
the chlorophyll content of seedlings was found to decrease due to As toxicity (Fig. 5a). Chlorophyll (a and b) content of rice seedlings 
was found minimal under AsIII and AsV treatment by 61.41%, 45.14%, 54.06% and 50.13%, 29.1%, 40.6% as compared to control, 
AsIII + FeO-NPs and AsV + FeO-NPs, respectively. The generation of ROS under As stressed conditions triggered lipid peroxidation that 
may cause damage to the chloroplast (de Andrade et al., 2015). As stress in plants can also induce chlorophyllase activity or reduce the 
synthesis of precursor molecule (δ-aminolevulinic acid) and enzyme activities that involved in the biosynthesis of chlorophyll 
(Sakarvadia et al., 2018). However, the application of FeO-NPs was found to elevate the chlorophyll content in rice seedlings which 
were grown under AsIII and AsV stress. Iron is a micronutrient that is necessary for chloroplast production, photosynthesis, respiration, 
and DNA synthesis (Mushtaq et al., 2020). FeO-NPs were earlier proven to increase the chlorophyll content in As stressed rice plants 
and Cd stressed wheat plants (Rizwan et al., 2019; Shabnam et al., 2019b). The study also suggests that FeO-NPs up-regulate 
photosynthetic genes which in turn led to the increase in chlorophyll content of the plants (Tombuloglu et al., 2019). The current study 
found that As stress harms RWC content (Fig. 5b), which conforms with the results of other studies (Hasanuzzaman et al., 2013). 
However, the RWC content in seedlings treated with FeO-NPs has been increased by 16% and 10.6% as compared to the seedlings 
treated only with AsIII and AsV, respectively. Since FeO-NPs enhanced the root development, the water-use efficiency of the plants also 
increased, which in turn led to the increase in RWC of the plants under As stress. A similar study using FeO-NPs found that the drought 
tolerance ability of soyabean plants was improved (Linh et al., 2020). 

3.7. Effect of FeO-NPs and As on antioxidant enzyme activities 

To scavenge away the ROS mediated phytotoxicity, plants depend on certain enzymes such as SOD, APX and CAT. In the present 

Fig. 5. Hydrogen peroxide (H2O2) (a), TBARS (b), electrolyte leakage (c) and proline (d) content in 14 DAS rice seedlings. Vertical bars represent mean with standard 
deviation and the same letters in the vertical bars are not significantly different (Tukey’s HSD multiple comparisons at p ≤ 0.05). 
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Fig. 6. Chlorophyll a, b content (a) and RWC (b) in 14 DAS rice seedlings. Vertical bars represent mean with standard deviation and the same letters in the vertical 
bars are not significantly different (Tukey’s HSD multiple comparisons at p ≤ 0.05). 

Fig. 7. Superoxide dismutase [SOD] (a), Ascorbate peroxidase [APX] (b) and Catalase [CAT] (c) activities in root and shoot of 14 DAS rice seedlings. Vertical bars 
represent mean with standard deviation and the same letters in the vertical bars are not significantly different (Tukey’s HSD multiple comparisons at p ≤ 0.05). 
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study, As stress has significantly (p ≤ 0.05) enhanced the activity of SOD, APX and CAT. SOD initially converts the intracellular su-
peroxide (O2*-) radical into H2O2. The AsIII and AsV stress increased the activity of SOD in the shoot of rice seedling by 55.1%, 
21.12%, 37.6% and 48.8%, 10.1%, 28.8% as compared to control, AsIII + FeO-NPs and AsV + FeO-NPs, respectively (Fig. 6a). Mridha 
et al. (2021) observed increased SOD activity in rice seedlings when exposed to AsIII and AsV stress. The produced H2O2 was further 
converted to water and molecular oxygen by CAT and APX (Ighodaro and Akinloye, 2019). The higher accumulation of H2O2 in root 
and shoot tissues of rice seedlings caused a significant (p ≤ 0.05) increase in APX and CAT activity (Fig. 6b and c). CAT diminished 
different types of reactive oxygen during stress conditions and inhibit cell wall destruction (Jiang and Zhang, 2001). However, the 
lesser accumulation of ROS caused a subsequent reduction in the activity of SOD, APX and CAT in root and shoot of rice seedlings 
treated with FeO-NPs (Fig. 7). Different investigations have confirmed that using FeO-NPs lowered antioxidant enzyme activity under 
abiotic stress settings, which is consistent with our findings (Khan et al., 2020; Mohasseli et al., 2020). 

4. Conclusion 

The present study confirmed that Adiantum lunulatum leaf extract can be used for the green synthesis of environmentally safe FeO- 
NPs in a non-toxic way. The green synthesized FeO-NPs were quasi-spherical with a mean size of 5 ± 1 nm. This study also demon-
strated that the application of FeO-NPs alleviates the As induced toxicity from the rice plant during the seedling stage. The ameliorative 
effect of FeO-NPs was prominent against As induced oxidative stress. FeO-NPs reduced the bioavailability of As to rice seedlings which 
in turn minimize oxidative stress and improve the seedling growth. Thus, findings from this study furnish the prospect for the utili-
zation of green synthesized FeO-NPs to alleviate the As toxicity in plants. However, further field-scale study needs to be done to check 
the efficiency of FeO-NPs in this aspect. Study on optimization of FeO-NPs dosage need to be done to obtain the best possible efficacy 
against As toxicity. Despite its prominent ameliorative effects against As toxicity in plants, iron nanoparticles can be detrimental to 
microbes and soil animals, necessitating further investigation. 
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1. Abstract

Severe Acute Respiratory Syndrome Coronavirus-
2 (SARS-CoV-2) is a lethal virus that was detected back on
31st December 2019 in Wuhan, Hubei province in China,
and since then this virus has been spreading across the globe
causing a global outbreak and has left the world fighting
against the virus. The disease caused by the SARS-CoV-2
was named COVID-19 and this was declared a pandemic
disease by the World Health Organization on 11th March
2020. Several nations are trying to develop a vaccine that
can save millions of lives. This review outlines the mor-
phological features of the virus describing the outer and in-
ner structures of the virus along with the entry mechanism
of the virus into the host body and the infection process.
Detailed reports of global outbreak along with preventive
measures have also been included, with special emphasis on
China, the United States of America, India, Italy, and South
Korea. Broad-spectrum antiviral drugs being used at vari-

ous health care centres around the world, namely Remde-
sivir, Camostat & Nafamostat, Famotidine, Chloroquine &
Hydroxychloroquine, Lopinavir/ritonavir, Ivermectin, and
Tocilizumab & Sarilumab have also been included. World
Health Organization guidelines on preventive measures and
use of soaps, alcohol-based hand-rubs and wearing face
masks have also been described. The vaccines that are in
one of the phases of human trials, namely Oxford Univer-
sity’s vaccine, the United States-based Moderna’s vaccine,
India’s Covaxin and the Russian vaccine, have also been
incorporated in the review article.

2. Introduction

The Coronavirus disease 19 (COVID-19), consid-
ered a highly transmittable disease was first reported dur-
ing mid-January, 2020 in Wuhan, Hubei province in China.
The SARS-CoV-2 is phylogenetically related to the previ-
ously known SARS-CoV virus. During the outbreak of the
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novel Coronavirus (SARS-CoV-2), the world has seen what
a virus can do to mankind. Coronavirus is placed in the
family Coronaviridae in the Nidovirales order. COVID-
19 is caused by an RNA virus (ssRNA) 50–200 nm in di-
ameter consisting of four structural proteins, namely spike
protein, envelope protein, membrane protein, and nucleo-
capsid protein [1]. The virus has crown-like spikes on its
outer surface, i.e., corona thus the virus came to be known
as coronavirus due to the resemblance [2]. SARS-CoV-2
also has the common structure of coronaviruses with spike
protein on its outer surface (Fig. 1). It consists of differ-
ent polyproteins, nucleoproteins, and membrane proteins,
for example—RNA polymerase, 3-chymotrypsin-like pro-
tease, papain-like protease, helicase, glycoprotein, and ac-
cessory proteins [2]. In a host, membrane-derived lipid bi-
layer that envelops the helical nucleocapsid which contains
the RNA virus, the coronavirus surface viral protein spike,
membrane and envelope are inserted [3]. The genome of
coronavirus is between 26 and 32 kb in size and consists of
6–11 open reading frames and 9680 amino acid polypro-
teins are encoded. About 67% of the genome is present
in the first ORF which encodes 16 non-structural proteins,
while the rest of ORFs encode for structural and accessory
proteins. There is an insufficiency of the hemagglutinin-
esterase gene in the genome of SARS-CoV-2. Two untrans-
lated flanking regions are found at the 5’ end of 265 and 3’
end of 358 nucleotides. There are no notable dissimilari-
ties between open reading frames and non-structural pro-
teins for sequence variation among SARS-CoV and SARS-
CoV-2. Two viral cysteine proteases namely papain-like
protease, chymotrypsin-like, 3-chymotrypsin-like or main
protease, helicase, and others are found in the non-structural
proteins, perhaps took part in the transcription and replica-
tion of SARS-CoV-2. The spike glycoprotein structure of
SARS-CoV-2 is similar to the spike protein of SARS-CoV
with a root-mean-square deviation of 3.8 Å [3].

There have been various natural and artificial
drugs that have been used in the treatment of COVID-
19. Various potential antimalarial drugs namely, hydroxy-
chloroquine and azithromycin, antifilarial drug ivermectin
and certain antiviral drugs have been put to test against
the COVID-19. There was a probability that certain prob-
ability that the use of hydroxychloroquine, ivermectin,
azithromycin, remdesivir, and a few more drugs as single
agents or in combinations with immunomodulators would
work against COVID-19 [4].

Mesenchymal stem cells and their derived ex-
osomes are considered to have potential effects as im-
munomodulatory agents for COVID-19 patients. It has
been earlier observed that stem cell research and treatment
exhibited encouraging results for various diseases such as
diabetes, cancer and neurodegeneration. Lately, mesenchy-
mal stem cells (MSCs) have been applied as possible ther-
apeutic agents for treating SARS-CoV-2. They release cer-
tain cytokines to inhibit viral infections, which are usually

Fig. 1. Morphological structure of Severe Acute Respiratory Syn-
drome Coronavirus 2 (SARS-CoV-2).

present naturally; however, the mesenchymal stem cells ex-
ist in their niche before being quarantined from the source
tissue. Thus, mesenchymal stem cells and their exosomes
(MSCs-Exo) are anticipated to survive even after transplan-
tation into the body of a COVID-19 patient. Since the treat-
ment with the help of mesenchymal stem cells is still un-
certain, various trials and researches are being performed
to measure its effectiveness [1].

Ilimaquinone (marine sponge metabolite) ex-
hibited inhibitory prospects against SARS-CoV-2. It
was assessed in comparison with hydroxychloroquine,
azithromycin, favipiravir, ivermectin and remdesivir at the
active binding pockets of 9 different vital SARS-CoV-2 tar-
get proteins, following an in silico molecular interaction
centred approach [5, 6].

Medications that have been used against COVID-
19, along with precautionary measures, and also a detailed
list of COVID-19 vaccines have been listed further in this
review.

3. Global outbreak

3.1 Americas

In the United States, the first COVID-19 was re-
ported and confirmed on 20th January 2020 [7]. The United
States and South Korea encountered their first COVID-19
cases around similar timeframes [8]. A 35-year-old man
with a 4-day record of mild fever and cough was put on
record by an urgent care clinic in Snohomish County, Wash-
ington on 19th January 2020. After investigation, it was dis-
covered that he was on a family visit to Wuhan, China, and
he returned to Washington State on 15th January 2020. The
patient was concerned about his symptoms when he saw a
health alert from the United States Centers for Disease Con-
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trol and Prevention about the outbreak of the COVID-19 in
China, so he decided to get himself checked at a health care
centre. He was a healthy non-smoker with only a history
of hypertriglyceridemia. Various tests were performed on
him, and the initial results were normal for all the tests, but
later on, he was diagnosed with COVID-19 [7].

The United States was slow to start large-scale
coronavirus testing. As of 27th February 2020, less than
4000 tests were being performed in the United States [9–
11]. On 5th March 2020, the Vice President of the United
States, also the leader of the coronavirus response team,
acknowledged that the United States was not performing
enough tests to meet the future demand. Lesser than 10,000
tests had been performed in the United States as of 11th
March 2020 [12, 13]. The United States was testing ap-
proximately 125 people per million of their population by
mid of March 2020. That was substantially lower than var-
ious other nations [14]. By the end of March 2020, the
United States had tested over a million suspected people
who showed symptoms [15]. Inaccuracies were encoun-
tered because of shortage of testing, the rate of growth in
cases and the total number of confirmed cases was reason-
ably inaccurate [16]. The general recommendation was to
test 500,000 people per day before the termination of so-
cial distancing, while the United States was testing around
150,000 people per day [17]. The United States approxi-
mately started testing 240,000 to 260,000 people per day as
of the first week of May 2020, which was still not sufficient
to suppress the outbreak of COVID-19 [18–20].

In mid-March 2020, the United States government
issued orders for people to stay at home, avoid public gath-
erings, and made it obligatory for entertainment cum recre-
ation venues shut down for the time being. Dine-in restau-
rants and other non-essential businesses were also ordered
to remain closed so that the spread of the virus could be
suppressed. Several pharmacies, financial institutions, gro-
cery stores, mass media and critical infrastructure were
usually allowed to keep functioning. Police checkpoints
were also set up at state borders [21]. About nine-tenths
of the United States population was under restriction as of
2nd April 2020 [22]. 42,034,347 total cases in the United
States were reported on 22nd September 2021, with approx-
imately 671,728 deaths [23].

3.2 Europe

On January 31st, 2020, Italy reported its first
COVID-19 cases, two Chinese tourists were tested posi-
tive in Rome [24]. The Chinese couple arrived in Italy
on 23rd January 2020 via Milan Malpensa Airport. Then
they reached Rome via Verona and Parma on 28th January
2020. On 29th January 2020, they developed some symp-
toms and were assisted to the Lazzaro Spallanzani National
Institute for Infectious Diseases, and after performing tests,
they were reported COVID-19 positive [25]. A week later,
an Italian citizen was deported back to Italy from Wuhan,

China. Hewas then hospitalized and later tested positive for
COVID-19. On 21st February 2020, 16 COVID-19 positive
cases were reported in Lombardy, Italy [26]. 22nd Febru-
ary 2020, saw Italy’s first COVID-19 death and an addition
of 60 more cases [27]. By the first week of March 2020, the
outbreak was seen all over Italy [28].

On 31st January 2020, the Italian government pro-
fessed a state of emergency and also deferred all flights that
were destined to and from China. The two main clusters
of COVID-19 positive cases were identified to be a part
of the eleven municipalities in northern Italy, most of the
cases traced back to these two primary clusters [29]. Lock-
down was imposed on these areas, and violating the lock-
down would result in a penalty of €206 and possibly im-
prisonment for 3 months [30]. The Italian army along with
the law enforcement departments was instructed to man-
age the lockdown [31]. Quarantine was imposed in Lom-
bardy and 14 other northern and central provinces in Pied-
mont, Emilia-Romagna, Veneto, and Marche, were put un-
der lockdown on 8th March 2020. The next day, quarantine
was imposed all over Italy, putting over 60 million people
under quarantine [32, 33]. The Italian government prohib-
ited people from going out on the streets and shut down
all non-essential businesses and organizations [34]. Italy
tested over 3,923,000 people as of 26th July 2020. The
genuine number of infected people in Italy was projected to
be much greater than the official count as Italy did not im-
plement an adequate amount of tests. Internationally lost
COVID-19 cases [35, 36]. During mid-March, 2020, an
increase in the number of deaths along with a slowdown
in the number of new cases per day was seen [37]. The
president of the Italian National Institute of Health on 31st
March 2020, declared that the outbreak had reached its peak
in Italy [38].

The effects of the lockdown were evident, Italy re-
ported a decline in the number of new cases and deaths per
day. An increased discharge rate was also observed and in
turn, the intensive care units were starting to be less oc-
cupied [39]. Educational institutions were shut down in
ten municipalities in Lombardy, one in Emilia Romagna,
and one in Veneto. Various public events were also can-
celled during this lockdown period [40]. All religious ser-
vices were cancelled [41]. Regional trains were also shut
down in the severely affected areas, with trains skipping
Codogno, Casalpusterlengo and Maleo stations [42, 43].
Basilica Di San Marco in Venice, along with La Scala,
Duomo di Milano and Piccolo Teatro in Milan were closed
until further notice [44–46]. 4,641,890 total cases in Italy
were reported on 22nd September 2021, with approxi-
mately 130,421 deaths [23].



275

3.3 South East Asia

3.3.1 China

A group of 59 people were reported on 31st De-
cember 2019 to be infectedwith pneumoniawhowere allied
to the Hunan Seafood Wholesale Market in Wuhan, Hubei
Province in China [7]. The 59 alleged patients with symp-
toms such as fever and dry cough were relocated to a hospi-
tal shortly. On the very same day, the native health author-
ity issued an epidemiological alert, and on the following
day, the market ceased activity. After the alert was issued,
the establishment of a group of experts was initiated, which
included physicians, virologists, epidemiologists and gov-
ernment officials [47].

The cause of commencement of these infections is
unknown, the diagnosis of the people infected with pneu-
monia was being done based on clinical features, which in-
cluded chest imaging, and blacklisting of the regular bacte-
rial and viral pathogens which caused pneumonia. In Jiny-
intan Hospital, Wuhan, China, the infected patients were
isolated using airborne precautions for aerosol-generating
procedures, and N95 masks were also being provided to
them. The National Health Commission of China and the
Ethics Commission of Jinyintan Hospital permitted this
study [47]. Chinese health authorities validated that a novel
coronavirus, 2019-nCoV is allied to the group of pneu-
monia patients who had been suspected on 31st December
2019 [7]. An outbreak of a novel coronavirus was encoun-
tered byChina, where approximately 1800 patients died and
over 70,000 patients were infected within the first 50 days
of the epidemic. This novel virus belonged to the β group of
coronaviruses. The Chinese researchers named this novel
virus theWuhan coronavirus or the 2019 novel coronavirus.
Later, the virus was termed SARS-CoV-2 and the disease
as COVID-19 by the International Committee on Taxon-
omy of Viruses [2]. The 2019-nCoV was named severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
since the first one (SARS-CoV-1) which is also known as
the Chinese bat coronavirus, originated and caused an epi-
demic of severe human respiratory disease, 17 years ago in
China [48].

In China, it was assumed in the beginning that pa-
tients infected withWuhan coronavirus were originally suf-
fering from pneumonia, who may have visited the seafood
market and probably consumed infected animals or birds.
Further studies reported that few of the patients who were
declared COVID-19 positive did not even have a travel his-
tory to the seafood market. This study confirmed human
to human transmission of the virus, which was further re-
ported in approximatelymore than 100 countries worldwide
[2]. To curb the epidemic, the Chinese authorities quaran-
tined 17 cities and over 50 million people were a part of this
procedure [49].

During the initial phase of the COVID-19 pan-
demic, blood count, coagulation profile and serum bio-

chemical test were being performed. Respiratory spec-
imens were collected which included nasal and pharyn-
geal swabs, bronchoalveolar lavage fluid and a few oth-
ers, which were tested for various typical viruses in-
cluding influenza, respiratory syncytial virus, adenovirus,
SARS-CoV and MERS-CoV using instantaneous reverse
transcription-polymerase chain reaction evaluations ap-
proved by the Chinese NationalMedical Products Adminis-
tration. Frequent fungal and bacterial check-ups were also
executed. Oseltamivir and other antibiotics were adminis-
tered to the COVID-19 patients orally or intravenously. For
acute community developed pneumonia patients, methyl
prednisolone corticosteroid therapy was provided, and oxy-
gen support to those suffering from severe hypoxemia.
Thorough check-ups were performed for the COVID-19
positive patients to confirm the viral clearance before be-
ing discharged from the hospital [47]. 124,232 total cases
in China were reported on 22nd September 2021, with ap-
proximately 5689 deaths [23].

3.3.2 India

On 30th January 2020, India reported its first
COVID-19 case [50]. The Epidemic Disease Act of 1897
was invoked, educational institutions and various com-
mercial foundations had been shut down from mid-March,
2020. As most of the positive cases were linked to peo-
ple visiting from other countries, the Indian Government
decided to suspend all tourist visas. Lockdown was im-
posed in over 75 districts across the country where COVID-
19 cases had been confirmed. On 22nd March 2020, the
Janta Curfew was declared by the Indian Prime Minister.
The people of India were requested to stay at home for a
few weeks and also work from home in possible cases [51].
The first positive case in India was reported to be a student
in Kerala who was a student of The Wuhan University and
had returned to India after the pandemic alert was declared.
As of 7th February 2020, 3 positive cases were reported in
Kerala, all of whom had a travel record to Wuhan, China.
33 positive cases were reported by the first week of March,
2020, 16 of the 33 cases were Italian tourists. 114 COVID-
19 cases were confirmed as of 16th March 2020. The num-
bers rose to 17,264 by 19th April 2020 [52].

On 18th January 2020, the Indian Government is-
sued orders, instructing 3 major airports in India, namely,
Delhi, Kolkata and Mumbai to perform screening of trav-
ellers from China. All international sea ports also per-
formed screening. Screening of all flights from Singa-
pore, Hong Kong, Thailand, Japan, South Korea, Vietnam,
Nepal, Indonesia, Malaysia and China were made compul-
sory from 23rd February 2020. Soon the list was discontin-
ued, all international and domestic flights were made sub-
ject to compulsory screening. It was made essential that
every passenger filled up a self-declaration form which was
then transferred to health and immigration officials, it was
also necessary that the passenger was quarantined for at
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least a week [53]. As of 30th March 2020, 1,524,266 pas-
senger screenings were performed at airports. Quarantine
centres were set up, along with a few hospitals and stadi-
ums being turned into quarantine facilities too. Contain-
ment zones were set upwhere a group of positive cases were
reported, which was followed by a buffer zone [52].

A total number of 830,201 tests had been per-
formed in India as of 30th April 2020. Guidelines were
issued by the Indian Council of Medical Research on the
usage of Truenat™ beta CoV (Molbio Diagnostics Pri-
vate Limited, Kolkata, India) while screening [54]. As of
April 26, 2020, the production capacity of indigenous N-95
masks and personal protective equipment kits was approx-
imately 100,000 per day. 2033 COVID-19 facilities with
over 190,000 isolation beds, approximately 24,000 ICU
beds and more than 12,000 ventilators were made avail-
able as of 23rd April 2020. Two high-risk groups, first the
people over 65 years of age, and the second being children
under 10 years of age, were advised to avoid public gather-
ings and stay at home. A 21-day nationwide lockdown was
imposed on 24th March 2020. People were banned from
stepping out of their homes. A 19-day extension was de-
clared on 14th April 2020 [52]. 33,531,498 total cases in
India were reported on 22nd September 2021, with approx-
imately 445,768 deaths [23].

3.3.3 South Korea

South Korea has shown well-organized methods
for restraining the COVID-19 disease. On 20th January
2020, South Korea reported their very first COVID-19 case
[55]. The early outbreak at about 30 cases showed that most
of the cases were foreign or from family members. The
31st case caused a lot of trouble for declining the tests and
continuing to attend Shincheonji Sunday services which is
a religious movement in the Daegu district of South Ko-
rea, which is also known as a cult to many and it under-
goes missionary activities in Wuhan where the pandemic
had its beginning. About 3 weeks later sporadic cluster out-
breaks were spreading reportedly in large crowded places
like churches or long-term-care facilities [56]. South Ko-
rea reported its highest number of cases from 20th Febru-
ary 2020, to 9th March 2020, mainly in Daegu all of which
originated from Shincheonji [55]. 876 cases were reported
from 30th March 2020 to 13th April 2020, where 81.5% of
the cases were from people living outside of South Korea
and about 27.5% of people were related to long-term-care
hospitals [56]. After resolving the cases linked to the reli-
gious group South Korea successfully sustained the num-
ber of new cases from the middle of April 2020, from 100
cases to less than 50 cases every day. After the 2015MERS
outbreak, South Korea was already prepared to cope with
COVID-19 because of their experience in overcoming the
difficulties. To combat the difficult times, several health-
care personnel went to Daegu where the initial outbreak oc-
curred. The citizens or ordinary people also started helping

by working at mask production factories to prevent short-
age of masks [56]. The government also provided masks
satisfactorily to the citizens who showed their IDs [55]. In
Daegu, due to the swift spread of COVID-19, the num-
ber of critically ill patients increased and the health care
system could not treat everyone; as a result, some patients
died fighting the disease. Intensive care units with airborne
infection isolation rooms are extremely necessary for the
treatment of critically ill patients and to overcome these,
temporary airborne infection isolation rooms were set up
with negative air machines in intensive care units, which
was also done in the past to fight the breakout of MERS
[57]. South Korea’s death toll increased with the rapid in-
crease of the disease which led to social distancing for the
prevention of the disease. Due to globalization, one country
can influence others, so Korea’s anti-COVID-19 initiatives
could be helpful to other countries pursuing successful steps
to tackle this disease. Compared to the United States and
Europe, South Korea reported a lower number of cases each
day because the government worked efficiently to knock
down the rise of the pandemic [55].

Since COVID-19 has spread rapidly, diagnostic
testing was an important strategy in South Korea, sys-
tematic COVID-19 monitoring, effective tracking of in-
fected people, and proper care of infected people were
the most important features of the government’s policies
[55]. In Seoul, the Korean government quickly approved
private-sector testing and developed several makeshift test-
ing kiosks or walk through examination institutions to avoid
interaction between medical staff and patients so patients
were also diagnosed inside their cars. Screening clinics in
public health centres were set up for testing people reck-
oned to show symptoms like fever or cough to keep the
hospitals and healthcare institutions safe and free from the
virus. Such measures varied operating models to adapt to
the growing demand for diagnostic tests in a more benefi-
cial way. An infected person after being detected receives a
real-time text message on their phone via the local govern-
ment near the patient’s area and disinfecting is done at the
screening facilities they went to. Tracking of the affected
patient can be done in the same way by knowing about
the movement locations using credit cards, mobile phone
GPS and security camera recordings and the government
also make the general public aware of the affected person
by providing necessary information. Daily the emergency
alert system warns the public via their mobile phones and
makes them aware of the newly reported cases [56].

To keep COVID-19 contained within a group of
people contact tracing is necessary. A well-developed sys-
tem has been developed through which epidemiological in-
vestigations were done in health care institutions and the
isolation of the probable patients was approved thus stop-
ping the further spread. The people who came in close con-
tact with the patient were put in self-quarantine for 2 weeks
and were connected to one-on-one government employees
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via a mobile phone-based ‘self-quarantine protection app’,
which the Korean government launched as a tool to moni-
tor symptoms of the disease. When the self-quarantine rules
were violated, this software warned the public health staff
and helped them tracking the symptoms of the person two
times each day. The health staff conducted this tracing sys-
tem primarily and monitoring took a few days. Several cen-
tral agencies worked together to establish a swift tracking
program at the beginning of April 2020, and through this
system, the agencies shared real-time information. These
brand new apps also focused on geo-locating and identify-
ing affected people. Across the city, wide-ranged data anal-
ysis tools were used to check the real-time environment,
transportation and well-being. The said system is Infec-
tious Disease Control and Prevention Act based which al-
lows personal information to be used for proper epidemio-
logical investigations during the outbreak of any contagious
diseases. However, a robust security framework assured the
Korean people of no false use of the information by being
anonymous [55].

In South Korea, the government treated COVID-
19 patients based on the seriousness of the illness and made
room for them correspondingly to hospital or other health
care centres. Confirmed COVID-19 patients were first de-
tected by health specialists at public health care centres
and then they were categorized according to the severity
of symptoms, which included asymptomatic, mild, moder-
ate, severe and extremely severe. Every group based on
the severity of illness was treated differently and were ad-
mitted to separate hospitals. Patients with moderate, severe
and extremely severe symptoms were treated at National
infectious disease hospitals and various other government-
designated institutions, whereas patients with mild symp-
toms were examined at their retrospective homes and health
care centres. Healthcare specialists examined them twice a
day to make sure that they are ready to be transferred to
other healthcare centres if symptoms worsen or are ready
to be discharged if their symptoms diminish [56]. The cen-
tral and the local governments of South Korea appointed
numerous hospitals as infectious disease hospitals. AI was
another technology used by them for better detection effi-
ciency and patient categorization. Chest X-Ray AI is an ex-
ample of such technology, used to identify unusual detec-
tions on chest X-rays, categorizing intensive care patients
and find lung abnormalities within a few seconds. Treat-
ment of COVID-19 patients in South Korea concentrated
on identifying and prioritizing patients with high risk, espe-
cially those over 60 years of age or those with any other co-
morbidities and transferring them immediately to hospitals,
however patients with low-risk were instructed to stay at
home quarantine. Few of the possibly efficacious drugs ri-
tonavir/lopinavir, ribavirin, hydroxychloroquine and inter-
feron were advised for severe patients. At a certain point
due to the high demand for masks, there was a shortage of
mask supply. The South Korean government also executed

a rule for the 5-day rotational distribution of masks from 9th
March 2020 to treat every citizen equally [55].

One of the major factors that helped South Korea
to rapidly lower the outbreak of COVID-19 was wearing
face masks in public and only a few cases were reported
in May and June 2020. Citizens were instructed to avoid
gatherings and congested places and to follow quarantine
formalities which included washing hands, wearing face
masks and maintaining social distancing [55, 58]. It was
reported from a current survey that about 63.2% of Ko-
reans wear a mask whenever they go outside. Whereas,
another international study reported that in the case of the
COVID-19 pandemic the rate of wearing face masks was
even higher, approximately 94% and that was the highest
rate amongst 28 countries. Another reason was in 2015,
an outbreak of Middle East respiratory syndrome coron-
avirus (MERS-CoV) infection caused 38 deaths with 186
total cases. Another instance was witnessed by South Korea
in 2015; an outbreak of Middle East respiratory syndrome
coronavirus (MERS-CoV) infection caused 38 deaths with
186 total cases. This led to the gradual acceptance of the
use of face masks in public, and thus during the COVID-19
pandemic, the people were well aware of the situation and
accepted the use of face masks very quickly [58]. Amongst
the Organization for Economic Cooperation and Develop-
ment Countries, South Korea is known to have the highest
particulate matter level. Medical specialists of South Ko-
rea also warned about the health problems which can origi-
nate due to this problem, ranging from infant health abnor-
malities to increased adult deaths, thus wearing face masks
was highly recommended. Over the recent years, due to the
high alerts imposed by the South Korean government from
April 2014, the people also became well aware of this in-
creasing particulate matter level and thus practised wearing
masks whenever outside. Korean pop singers made wear-
ing face masks fashionable which also influenced the com-
mon people. Thus, it can be concluded that in South Korea,
wearing face masks and following self-quarantine princi-
ples played a major role in lowering the spread of SARS-
CoV-2 [58, 59].

It was around 27th January 2020, members of
the Korea Centers for Disease Control and Prevention in-
structed the infectious disease specialists from the Korean
Society for Laboratory Medicine and 20 other pharmaceu-
tical companies to quickly start the production of detection
test kits [55]. On January 31st, 2020, the latest one-step
real-time polymerase chain reaction test kit, giving results
within just 6 hours was ratified and made available in 18
Research Institute of Public Health and Environment loca-
tions. Around mid-March, 2020, a hospital in South Korea
invented a walk-in diagnosis booth that implemented the
principle of a negative pressure glove box. As of 10th April
2020, a total of 580 healthcare centres and public health
centres were able to perform detection tests. And around 23
March 2020, the number of daily tests was about 100,000
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Fig. 2. World map depicting the total number of cases and deaths in China, United States of America, India, Italy, and South Korea, as of 22nd
September 2021 (Created with BioRender.com).

and a total of 518,743 tests were performed till 23rd April
2020 [56]. 290,983 total cases in South Korea were re-
ported on 22nd September 2021, with approximately 2419
deaths (Fig. 2) [23].

4. Symptoms

Coronaviruses including SARS-CoV, SARS-CoV-
2, HCoV-NL63 have been proven to be present in tears
through RT-PCR techniques. Conjunctivitis is also being
considered as another symptom of COVID-19, especially
after taking into account the increasing number of case re-
ports of COVID-19 patients infected with conjunctivitis.
Various researchers are considering another probability of
a different viral mechanism by which the coronavirus can
enter the host body through epithelial cells of the eyes [60].

Various oral diseases like mouth ulcers, necrotis-
ing gingivitis, blisters, salivary gland alterations, gusta-
tory dysfunction were mainly reported in the clinical re-
ports which examined the oral health of COVID-19 pa-
tients. Moreover, the lesions were proven associated with
loss of taste and smell. SAR-CoV-2 showed tropism for en-
dothelial cells and COVID-19 facilitated endotheliitis was
proven capable of stimulating inflammation of oral tissues
and thereby enabling the further spread of the virus. Tis-

sue homeostasis and delayed disease recovery are also some
of the critical symptoms caused due to higher level of pro-
inflammatory mediators in patients infected with COVID-
19 [61].

5. Mechanisms

The most significant factor for the initiation of
COVID-19 host-pathogen interaction is the host body
where the evolution of the viral cell takes place. Human
RNA virus SARS-CoV-2 caused the viral disease COVID-
19. The virus undergoes several genetic manipulations to
get to its mutated characters for the initiation of the infec-
tion and the struggle for existence inside the host body [62].

The virus has glycoprotein spikes on its outer sur-
face which result in the attachment and entry of the virus
into the host cells [63]. The process of entry of the virus is
reliant on cellular proteases which helps to split the spike
proteins for example—Human Airway Trypsin, cathepsins
and transmembrane protease serine 2. The most important
receptor of SARS-CoV-2 is angiotensin-converting enzyme
2. The critical lysine 31 residue present on the angiotensin-
converting enzyme 2 human receptor identifies the 394 glu-
tamine residue of the SARS-CoV-2 in the receptor-binding
domain region. The life cycle of SARS-CoV-2 begins when

BioRender.com


279

the Spike protein binds to the cellular receptor angiotensin-
converting enzyme 2 [2, 64, 65].

Employing the endosomal pathway, the viral en-
velope fusion with the cell membrane is assisted by the con-
formation change in the S protein after receptor binding.
The RNA is then released in the host cell by SARS-CoV-
2. Viral replicase polyproteins pp1a and 1ab are translated
from the Genome RNA which is then broken down by viral
proteinases into small products. Discontinuous transcrip-
tion of the polymerase generates a series of sub-genomic
mRNAswhich are translated into appropriate viral proteins.
The virion’s viral proteins and genome RNA is accumu-
lated eventually in the Golgi body and endoplasmic retic-
ulum. Then through vesicles, it is transported and let out
of the cell. An effectual environment for external stabil-
ity and survival of SARS-CoV-2 functions as an intermedi-
ate from one host to another [2].

Its host body is feasible and more con-
veyable than any other coronavirus. Temperature changes
and relative humidity increases the rate of exposure of the
host to some pathogen and also penetration and persistence
of the pathogen within the host body [62]. SARS-CoV-2
through numerous clinical outputs is received by the
environment, mainly in the form of droplets or aerosol
that is predominantly the respiratory secretions from an
infected individual that can be either a susceptible host or
a carrier. It can survive in this form in various inanimate
objects that can carry these pathogens. These droplets or
aerosol can protect the virus on its own after it is accepted
in the external environment and helps in sustaining it for a
long time; in aerosol media the virus can stay in a stable
form for three hours and on steel surface, the stability of
the virus is about 2–3 days [66]. It acts as a maintaining
media of the virus outside the host body. This is one of the
reasons for the firmness of SARS-CoV-2 in the external
environment [62]. The following flowchart describes the
mechanism of infection of the SARS-CoV-2 (Fig. 3).

Rapid replication of SAR-CoV-2 takes place af-
ter the initiation of infection and acute inflammatory out-
comes were also observed due to cytokine storms. This
consequent inflammatory outcome causes severe damage in
capillary endothelial cells, alveolar epithelia, which in turn
results in interstitial and alveolar edema and also disrupts
pulmonary activities. These losses lead to acute hypoxic
respiratory failure and result in acute respiratory distress
syndrome (ARDS) [4].

6. Preventive measures

Currently, the world is facing a threatening health
crisis with the emergence and spread of coronavirus disease
(COVID-19). This disease is usually transmitted by contact
with an infected droplet or by inhalation, and its incubation
period ranges from 2 to 14 days. The symptoms of this dis-
ease include fever, dry cough, tiredness, sore throat along

Fig. 3. Mechanism of infection of SARS-CoV-2 in humans.

with few others. The majority of infected people are experi-
encing mild to moderate respiratory sickness and are recov-
ering without any such special treatment. Elderly people
and those with any other existing disease like diabetes, car-
diovascular disease, chronic respiratory disease, and cancer
are more prone to severe illness [67, 68]. Due to the lack of
a therapeutic vaccine or any other antiviral treatment, the
only possible way to prevent the spread of COVID-19 is
to obey the following preventive measures [69]. These in-
clude isolation, social distancing, quarantine, maintaining
personal hygiene.

6.1 Isolation

Isolation is when an infected person is separated
from an uninfected person and which can be done in a hos-
pital or at home for mild infections. The period for isolation
should be at least 13 days since the initiation of COVID-19
symptoms. To make the isolation process work the detec-
tion of infected people should be done early, i.e., before the
commencement of shedding of the virus [70].

6.2 Quarantine

Quarantine is needed for asymptomatic or healthy
people, who may or may not have been exposed to an in-
fected person but was not showing any such symptoms.
Such a person should stay in quarantine for 14 days to make
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Fig. 4. The action of soap on Severe Acute Respiratory Syndrome Coronavirus-2.

sure whether that person is infected or not. Ideally, quar-
antine involves movement limitations, along with medical
assistance and observation during the period of the quaran-
tine. Quarantine usually can be done in the home or selected
hotels and can be done at an individual level or community
level. If symptoms were developed in people in the quar-
antine they were further investigated at the chosen health
care centre. The main objective of quarantine is to stop the
spread of this disease by efficiently reducing the R0 or the
reproduction number of the disease to less than one [70].

6.3 Containment measures

When it is no longer possible to individually select
infected persons and those who were in contact with them, a
next method should be applied which is to implement con-
tainment measures throughout the whole community. This
is meant for a whole community, region or a city instructed
to lower interactions within them and to encourage people
to maintain social distancing, avoid gathering, increasing
awareness to slow down community transmission. Com-
munitywide containment measures are a lot more complex
process than isolation and quarantine since a larger number
of people is concerned [70].

6.4 Personal hygiene

Maintaining personal hygiene is a very basic yet
important step in preventing the spread of the COVID-19.
Some vital guidelines given by WHO are as follows:

(1) Maintaining a distance of about 1metre from
others whenever one goes out [71].

(2) Going to crowded places should be avoided
since their people are more likely to come in contact with

each other and that way risk of virus spreading is more [71].
(3) While going outside one should always wear a

mask and avoid touching the face, nose or eyes since con-
taminated hands can also spread this virus [71].

(4) If one is having a mild cough, cold, headache,
sore throat they should stay at home and undergo self-
isolation [71].

(5) Staying physically active and eating healthy
foods is another imperative way to boost the body’s natural
immunity [71].

(6) One of theWorld Health Organization’s impor-
tant recommendations towards every individual is to wash
hands frequently with any kind of soap available for at
least 20seconds. World Health Organization also stated that
alcohol-based hand rubs having at least 60% alcohol con-
tent can be used as a replacement for soap [48, 71].

6.5 The effect of soap and alcohol-based hand rubs on
coronavirus

Most of the viruses including coronavirus have
their genetic material enclosed by a layer of fat which is
known as a lipid envelope. Soap molecules have two ends
one is hydrophilic and the other one is oleophilic. The
oleophilic end tends to attract the lipid layer of the virus and
thus the fat layer gets pulled when soap interacts with the
virus. The oleophilic end also interacts with the bond which
binds the RNA and the lipid envelope and thus destroys the
virus into smaller components which later gets removed by
water (Fig. 4). But this whole mechanism takes about 20
seconds. Just like soap alcohol-based hand rubs also de-
stroy the lipid envelope and thereby inactivates the virus.
The alcohol-based hand rubs also denature the spike pro-
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Fig. 5. Themechanism of SevereAcuteRespiratory SyndromeCoronavirus-2 entry into the host body and the actions of the discussedmedications.
ACE2, Angiotensin-Converting Enzyme 2; S protein, Spike Protein; and TMPRSS2, Transmembrane protease, serine 2.

teins present at the outer surface of the virus, which helps
the virus to enter the host body. The hand rubs should con-
tain 60% alcohol content for this mechanism to be effective
[72].

7. Possible medications

Since the inception of the breakout, various med-
ications that affected COVID-19 have been offered. Nu-
merous antiviral compounds were made a part of the latest
guidelines from the National Health Commission, includ-
ing interferon, chloroquine phosphate, ribavirin, arbidol,
lopinavir/ritonavir. Angiotensin receptor blockers, such as
losartan have also been recommended for the treatment of
COVID-19. The COVID-19 treatment guidelines are var-
ied between countries. The guidelines presented by World
Health Organization are very general, suggesting adminis-
tration of symptoms, and handling pediatric patients, preg-
nant women and patients with underlying comorbidities
with great awareness. As of now, no approved treatment
for COVID-19 has been proposed [73].

7.1 Medicinal plants

Medicinal plants along with their bioactive
molecules have certain antiviral properties which are being
considered to have potential inhibiting capabilities against
SARS-CoV-2 infection (Table 1, Ref. [5]). These plants are
recognized to have established antiviral properties which
can inhibit viral replication and can cure certain viral infec-
tions. Some of these plants were exclusively chosen based

Table 1. A list of the medicinal plants acting against specific
target proteins and receptors are tabulated below [5].
Specific target proteins
and receptors

Name of the plants

Angiotensin-converting 1.       Rheum palmatum L.
enzyme-2 (ACE-2) 2.       Citrus aurantium L.

3.       Rubia tinctorum L.
4.       Allium sativum L.

3 Chymotrypsin-like 1.       Torreya nucifera L.
protease (3CLpro) 2.       Houttuynia cordata Thunb

3.       Artemisia annua L.
4.       Angelica keiskei (Miq.) Koidz.

RNA-dependent RNA 1.       Salvia miltiorrhiza Bunge.
polymerase (RdRp) 2.       Houttuynia cordata Thunb.

on the mode of action and potency, along with specific eth-
nobotanical evidence against coronaviruses. These plants
have proven effects against specific target proteins and re-
ceptors like ACE-2 (Angiotensin-converting enzyme-2) re-
ceptor, 3CLpro (3 Chymotrypsin-like proteases), and RdRp
(RNA-dependent RNA polymerase) which are mostly used
by coronaviruses, and in turn, inhibits the replication of
RNA [5].

The advice is to furnish supportive administra-
tion according to each patient’s requirements, like an-
tipyretics for fever, oxygen therapy for respiratory dis-
tress. World Health Organization’s recommendations sug-
gest that severe cases should be treated with observa-
tional antimicrobial therapy, with mechanical ventilation
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used depending on the patient’s condition. The treat-
ment protocols across countries are pretty alike and in-
clude hydroxychloroquine, chloroquine phosphate, remde-
sivir, lopinavir/ritonavir (Fig. 5) [73]. The drugs which are
being tested for possible treatment against COVID-19 cov-
ers two perspectives: those drugs which aim for the repli-
cation cycle of the virus and those which aim to manage the
symptoms of this disease [74]. Some of the capable repur-
posed drugs to fight against this virus are listed below.

7.2 Chloroquine and hydroxychloroquine

Chloroquine and hydroxychloroquine are some
known polymerase inhibitors previously used as medica-
tions for malaria. In the case of COVID-19, the virus is
thought to obstruct glycosylation of host receptors, prote-
olytic processing and inhibits endosomal acidification by
ceasing the production of viral proteins. Chloroquine in ini-
tial in vitro studies was successful in blocking COVID-19
infection at a less-micromolar concentration [74].

A succession of more than 100 COVID-19 cases
was reported to be successfully treated in China by the use
of chloroquine/hydroxychloroquine, which resulted in de-
veloped radiologic results, reduced disease advancement,
and superior viral clearance. These reports could not be
validated because of the lack of published data. A different
arbitrary investigation of 30 COVID-19 patients in China
was reported, it was found that they furnished no benefit
over standard treatment. Another study in France presented
the reports of 36 patients, of which 20 were treated with
hydroxychloroquine, and the other 16 were given standard
treatment. This report included improved virologic clear-
ance with hydroxychloroquine compared to the patients re-
ceiving standard treatment. The patients in the French study
who were treated with hydroxychloroquine further showed
critical illness or intolerance of the medications. In addition
to these limitations, concerns of additive cardiotoxicity with
combination therapy were not supportive to the adoption of
this medication without additional studies [75].

At a renowned medical centre in New York City,
the involvement of hydroxychloroquine concerning pa-
tient’s deaths was recorded. The patients who were treated
with hydroxychloroquine were critically ill compared to
the patients who were not treated with hydroxychloroquine.
The study concluded that there was no significant involve-
ment of hydroxychloroquine in a patient’s death [76].

An international clinical trial known as The Soli-
darity Trial was supervised by The World Health Organiza-
tion and its associates to help determine an effective treat-
ment for COVID-19. Lopinavir/ritonavir, Remdesivir and
Lopinavir/ritonavir with Interferon β-1a were the proposed
treatment choices for the trial. By investigating numer-
ous pieces of evidence from laboratory, clinical and animal
studies, these treatment options were initially preferred. As
of 17th June 2020, the hydroxychloroquine arm which was
initially integrated into the study, was terminated; this was

due to the negative results that hydroxychloroquine por-
trayed as it did not reduce the mortality of the hospitalized
COVID-19 patients as compared to standard care [75].

Records fromThe Solidarity Trial, The French dis-
covery trial along with The UK’s Recovery Trial were re-
ported recently and showed that the use of hydroxychloro-
quine does not reduce the mortality of the hospitalized
COVID-19 patients as compared to standard care [77].

7.3 Lopinavir/ritonavir

United States Food and Drug Administration
[FDA] permitted oral drug—lopinavir/ritonavir was pre-
viously used for treating HIV and also exhibited action
against other novel coronaviruses in an in vitro study em-
ploying repression of 3-chymotrypsin-like protease. The
clinical studies that were associated with SARS concluded
in reduced mortality and intubation rates, but their ret-
rospective, experimental character prevents decisive out-
comes. The initial peak viral replication phase which
is about 7–10 days is very crucial for the administration
of the drug since delayed treatment commencement with
lopinavir/ritonavir would have no positive clinical out-
comes [74].

Lopinavir/ritonavir is generally used in a medi-
cating schedule for COVID-19 treatment as 400 mg/100
mg twice daily for a maximum of 14 days. Gastrointesti-
nal distress such as hepatotoxicity, nausea and diarrhoea
are a few of the side effects that lopinavir/ritonavir have
on COVID-19 patients. In a recent randomized clinical
trial, roughly 50% of the patients who were treated with
lopinavir/ritonavir underwent adverse effects and 14% of
the patients terminated its use due to gastrointestinal prob-
lems [75].

According to the solidarity trial published by
the World Health Organization on 15th October 2020,
lopinavir/ritonavir had little or no consequence on overall
mortality, the commencement of ventilation and the total
period of hospital stay in hospitalized patients [78].

7.4 Nafamostat and camostat

The camostat mesylate (NI-03) is a serine protease
inhibitor that is effective against transmembrane protease
serine 2 which inhibits SARS-CoV-2 infection in human
lung cells. It was also previously used in Japan for the treat-
ment of pancreatitis. As a medicament of COVID-19, the
suitableness of camostat mesylate is under evaluation in a
clinical trial. Though, it is not known if sufficient com-
pound concentrations in the lung can be attained to inhibit
the viral spread [74, 75].

Due to the lack of this data, other serine pro-
tease inhibitors for obstruction of SARS-CoV-2 access be-
ing tested are very significant. Gabexate mesylate and
nafamostat mesylate were tested along with camostat me-
sylate for suppression of SARS-CoV-2 infection in lung
cells. All these drugs are permitted for human use in Japan.
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The transmembrane protease serine 2-dependent host cell
entry of MERS-CoV is suppressed by nafamostat mesy-
late. According to the results, gabexate mesylate sup-
pressed spike protein directed host cell entry of SARS-CoV-
2 minutely, whereas camostat mesylate suppressed the host
entry efficiently. United States Food and Drug Administra-
tion (FDA) accepted drug, nafamostat mesylate inhibited
SARS-CoV-2 spike protein operated host cell entry with
much higher efficiency than camostat mesylate, with an ef-
fective concentration of 50% in the low-nanomolar range
[79]. Nafamostat mesylate worked better than camostat me-
sylate in blocking SARS-CoV-2 infection in human lungs
with greater efficiency [79].

7.5 Famotidine

Famotidine, the H2 receptor competitor heartburn
drug is being analyzed as a possible treatment for COVID-
19. It was reported in Wuhan, China that patients were
consuming heartburn medication after being infected by
COVID-19; this reduced the likelihood of the patients’
death [80]. A papain-like protease which is encoded by the
genome of SARS-CoV-2 is very essential in the entry of
SARS-CoV into the host body, which is restricted by famo-
tidine [74].

7.6 Ivermectin

A broad-spectrum anti-parasitic drug, ivermectin
is also effective against few invertebrates, is a lipophilic
macrolide. In the case of COVID-19, it binds and weakens
the cell-transport proteins which allow them entry into the
nucleus. Observations obtained from a randomized clinical
trial showed that the administration of ivermectin resulted
in a reduced death rate, 7% compared to 21% in the case of
patients kept under normal treatment. As for intubated pa-
tients, the death rate reduced from 21% to 7% [74, 81, 82].
In an in vitro study, it was reported that ivermectin treat-
ment promisingly killed approximately all viral particles in
48 hours. This studywas the first to approve the antiviral ef-
fect of ivermectin against COVID-19, and it concluded that
it inhibited the importin α/β receptor which is in charge of
the transportation of viral proteins into the nucleus of the
host cell. The authors anticipated human trials to be per-
formed so that the possible advantages of ivermectin in the
treatment of COVID-19 can be confirmed [83].

7.7 Tocilizumab and sarilumab

Approximately 200 patients with COVID-19 in a
retrospective study, experienced major types of ailments
and had greater inflammatory cytokine Interleukin-6 lev-
els. It was assumed that cytokine-release syndrome is in-
volved in worsening the reactions caused by the virus and
resulted in acute respiratory distress syndrome even when
the viral load seemed to reduce [84]. Clinical trials are
being performed to test a variety of drugs that can block
various cytokines. Tocilizumab and sarilumab are two of
the drugs being tested out, both of which are monoclonal-

antibody competitors of Interleukin-6 receptors that are
usually used as a treatment of rheumatoid arthritis and cy-
tokine release syndrome by chimeric antigen receptor T-cell
therapy. Tocilizumab, a United States Food and Drug Ad-
ministration (FDA) approved medicine showed encourag-
ing results in a randomized controlled study. A phase 2
analysis of sarilumab used in a group of patients in criti-
cal condition portrayed positive results, but a negative re-
sult was seen in a group of severely ill patients (patients
requiring oxygen supplementation but not intubation). A
higher dosage of sarilumab was being administered in the
severe group during the third phase of the trial, while there
was no change in the dosage in the case of critically ill pa-
tients [74]. A report comprising of COVID-19 positive pa-
tients showed that tocilizumab was used as a regimen of
400 mg, where 91% of patients portrayed enhanced respira-
tory function, faster decrease in body temperature and suc-
cessful discharge, most of the patients receiving only one
dose [75]. Administration of intravenous and subcutaneous
tocilizumab was capable of lowering the risk of intubation
or death in patients suffering from acute COVID-19 pneu-
monia [85].

7.8 Remdesivir

Remdesivir (GS-5734), a monophosphate prodrug
of parent adenosine analogue which when metabolized
gives rise to an active nucleoside triphosphate. In the case
of COVID-19, remdesivir inhibits RNA dependent RNA
polymerase. Remdesivir is a broad-spectrum antiviral drug
that has confirmed effects against RNA viruses, including
Coronaviridae, Flaviviridae and Filoviridae. Remdesivir
was formerly developed to treat Ebola virus infection and
was also effective to prevent lung bleeding, lower viral lung
tillers in case of murine lung infections caused by MERS-
CoV [75, 86].

In Japan, the use of remdesivir in patients undergo-
ing treatment against COVID-19 has been approved. The
United States Food and Drug Administration (FDA) also
permitted the use of remdesivir as an Emergency Autho-
rization for the treatment of severely ill COVID-19 patients
[87]. Successful use of remdesivir against COVID-19 has
been reported in several case reports [75].

In a study, the hospitalized patients who had been
infected by SARS-CoV-2 were randomized into 3 groups
of patients, two of the groups were put under 5 days and 10
days of remdesivir treatment, and the third group was put
under standard treatment. The study was based on results
from an 11 day-long examination of the patients, which
ranged from an increase in oxygen level to hospital dis-
charge and ventilatory support to death. Another objec-
tive of this study was to determine the antagonistic effects
of remdesivir administered patients compared to standard
care.

On the 11th day, the results showed that patients
of the 5-days treatment group gained improvement in clini-
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cal status as compared to the group receiving standard care.
Also, a non-statistical increase in the degradation of a pa-
tient’s health in the standard care group was observed com-
pared to the groups receiving remdesivir treatment. Remde-
sivir use should be prohibited for those who are hyper-
sensitive to any of the ingredients of remdesivir. If any
clinical side effects are observed, the administration of the
drug should be immediately ceased and significant treat-
ment should be initiated. When patients with moderate
COVID-19 infection were treated with remdesivir, a 5-days
course showed higher rates of improvement compared to
those treated with standard care, ultimately annexing more
evidence in favour of the use of remdesivir [87].

8. Vaccines designed against SARS-CoV-2

During the global outbreak of the novel Coron-
avirus, the scientific world is facing a major crisis due to the
lack of any therapeutic vaccine. As of July 2020, over 160
vaccines for the novel Coronavirus are under development
all around the globe. 25 candidate vaccines have progressed
to one of the three phases of trials on humans, according to
the World Health Organization. Among the 25 candidate
vaccines, two Indian vaccines, namely the vaccines from
Zydus andBharat Biotechmake it to the list. As of 28th July
2020, pre-clinical trials were in progress in 139 other vac-
cine candidates. The United States-based Moderna Ther-
apeutics had a lead in the production of the vaccine as it
had completed its phase I and II trials and already entered
the phase III trials with over 30,000 volunteers being tested
with the vaccine [88].

8.1 United States-based Moderna vaccine and Pfizer
vaccine

Two 30,000-subject trials of COVID-19 vaccines
were made operational byModerna Incorporated and Pfizer
Incorporated. Both the vaccines were based on the latest
technology that allowed for faster development and man-
ufacturing than normal vaccine production. The United
States government made a $1 billion investment in Mod-
erna, which never actually brought a vaccine to the mar-
ket. Pfizer also had an agreement in which the company
agreed to sell the vaccines to 50 million United States cit-
izens for approximately $2 billion. During the announce-
ment for Moderna’s giant phase III trial, the director of the
United States National Institutes of Health reportedly said
that the goal of having an effective vaccine by the end of
2020 was a pretty tough one, but it was the right goal for
the Americans. Pfizer vowed to produce over 1.3 billion
doses of the vaccine by the end of 2021 [89].

The potential side effects of the Moderna vaccine
after injecting the jab in the arm, include pain, redness, and
swelling. On the other hand, tiredness, headache, muscle
pain, chills, fever and nausea can be the few side effects that
can be felt throughout the body. According to the results

from clinical trials, the efficacy rate of theModerna vaccine
was noted to be 94.1% after two doses of the vaccine, in
patients with no prior COVID-19 infection history [90].

The possible side effects of the Pfizer vaccine af-
ter injecting the jab in the arm, include pain, redness, and
swelling. Also, tiredness, headache, muscle pain, chills,
fever and nausea can be the few side effects that can be felt
throughout the body. According to the results from clinical
trials, the efficacy rate of the Pfizer vaccine was noted to be
95%, in patients with no prior COVID-19 infection history
[91].
8.2 Oxford University’s COVID-19 vaccine
(AstraZeneca)

A perfect vaccine against SARS-CoV-2 would be
the one that protects the elderly people, immunosuppressed
patients and people with comorbidities, would grant de-
fence for at least 6 months; and would prevent further trans-
mission of this virus. In the case of immunosuppressed
patients, viral vectored vaccines lacking replication were
used, taking into account the safety of those patients. ChA-
dOx1 was also able to produce immune responses in el-
derly people and this vaccine can be produced at a large
scale, making it an encouraging contender to develop the
vaccine against COVID-19. In the case of primates other
than humans, this vaccine was able to develop an immune
response to protect the lower respiratory tract against infec-
tion, after high dosage application of this vaccine. It can be
concluded that ChAdOx1 nCoV-19 was secure, endurable
and was able to produce an immune response, while parac-
etamol was used to reduce the expected side effects. Only
a single dose triggered both humoral and cellular responses
against SARS-CoV-2, with a booster immunization enhanc-
ing neutralizing antibody titers [92].

The initial findings of the first-in-human medical
trial upheld clinical advancements into progressing to the
phase 2 and phase 3 tests. Elderly people with comorbidi-
ties, those who are involved in healthcare works and people
with more chances of vulnerability towards SARS-CoV-2
are being recruited and tested for the effectiveness, wel-
fare and immunogenicity of ChAdOx1 nCoV-19 as single
dosage or two dosage administration courses for more tests
in the United Kingdom and abroad [92].

The possible side effects of the AstraZeneca vac-
cine after injecting the jab in the arm, include pain, redness,
swelling, tenderness, itch, warmth, and swollen armpit
glands. Also, fatigue, headache, muscle pain, diarrhoea,
arthralgia, myalgia, fever, nausea, chills and shiver can be
the few side effects that can be felt throughout the body.
According to the results from AstraZeneca’s primary anal-
ysis of phase 3 trial data, the efficacy rate of the vaccine was
noted to be 76% after two doses of the vaccine [93–95].
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Table 2. A list of available approved vaccines in the market active against COVID-19 [90, 91, 93–95, 98, 100–106].
Name Vaccine type Primary developers Country of origin Efficacy rate Side effects

Comirnaty (BNT162b2) mRNA-based vaccine Pfizer, BioNTech, Fosun Pharma Multinational 95% In the arm: Pain, redness, swelling.
Rest of the body: Tiredness, headache, muscle pain, chills, fever, nausea.

Moderna COVID-19 Vaccine mRNA-based vaccine Moderna, BARDA, NIAID United States 94.10% In the arm: Pain, redness, swelling.
(mRNA-1273) (AZD1222) Rest of the body: Tiredness, headache, muscle pain, chills, fever, nausea.
COVID-19 Vaccine Janssen (JNJ- Non-replicating viral vector Janssen Vaccines (Johnson & Johnson) The Netherlands, 66.30% In the arm: Pain, redness, swelling.
78436735; Ad26.COV2.S) United States Rest of the body: Tiredness, headache, muscle pain, chills, fever, nausea.
COVID-19 Vaccine AstraZeneca
also known as Covishield

Adenovirus vaccine BARDA, OWS United Kingdom 76% In the arm: Pain, redness, swelling, tenderness, itch, warmth, and swollen
armpit glands.
Rest of the body: Fatigue, headache, muscle pain, diarrhoea, arthralgia,
myalgia, fever, nausea, chills and shiver.

CoronaVac Inactivated vaccine (formalin Sinovac China 50.38% to 91.25% In the arm: Pain.
with alum adjuvant) Rest of the body: Elevated blood pressure, headache, dizziness, and rash.

BBIBP-CorV Inactivated vaccine Beijing Institute of Biological Products, China 86% In the arm: Swelling, scleroma, rash, and itching.
China National Pharmaceutical Group
(Sinopharm)

Rest of the body:  Headache, fever, fatigue, muscle ache, joint pain,
cough, difficulty breathing, nausea, diarrhoea, and itchy skin.

Sputnik V Recombinant adenovirus Gamaleya Research Institute, Acellena Russia 91.60% In the arm: Pain.
vaccine (rAd26 and rAd5) Contract Drug Research and Development Rest of the body: Weakness, and fatigue, with mild flu-like symptoms.

Covaxin Inactivated vaccine Bharat Biotech, ICMR India 81% In the arm: Pain, redness, swelling, itch.
Rest of the body: Malaise, headache, fever, nausea, vomiting and rashes.
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8.3 Russia based Sputnik V

The first country to finish clinical trials of the
COVID-19 vaccine on humans was Russia, as per media
reports the outcomes demonstrated the vaccine’s effective-
ness. In a report, Elena Smolyarchuk stated that the re-
search was completed and it proved that the vaccine was
safe for humans, and the volunteers would be discharged
on 15th and 20th July 2020. Two potential COVID-19 vac-
cines were approved for clinical trials by Russia. Gama-
leya National Research Center for Epidemiology and Mi-
crobiology was in charge of the development of the Sput-
nik V vaccine. A liquid vaccine for intramuscular admin-
istration was carried at Burdenko Military Hospital. While
another vaccine named EpiVacCorona, which is a peptide
vaccine was tested under the Vektor State Research Center
of Virology and Biotechnology. Immunity boost against the
coronavirus was seen in the case of the volunteers on whom
the vaccine was tested. According to the Russian defence
ministry, the data analysis by the Gamaleya National Re-
search Center for Epidemiology and Microbiology showed
that volunteers of the first and second groups formed an
immune response after they got injected with the vaccine
[96, 97].

The possible side effects of the Sputnik V vaccine
after injecting the jab in the arm, include pain, weakness,
and fatigue, with mild flu-like symptoms. According to the
reports of COVID-19 patients from 21 days after the first
dose of the vaccine, the efficacy rate of the Sputnik V vac-
cine was noted to be 91.6% [98].

8.4 India based Covaxin

Bharat Biotech is an Indian biotech company that
has obtained consent from the Drug Controller General of
India (DCGI) to propel its COVID-19 vaccine prospect Co-
vaxin on humans in a controlled human trial. This is the
very first time an Indian domestic vaccine was approved to
be tested. Approval by DCGI would allow the company to
initiate Phase I and Phase II studies. In association with the
Indian Council of Medical Research’s National Institute of
Virology, Covaxin is created. Bharat Biotech’s facility in
Genome Valley, Hyderabad was responsible for the devel-
opment of the immobilized vaccine [99].

The possible side effects of the Covaxin vaccine
after injecting the jab in the arm, include pain, redness,
swelling, and itch. Also, malaise, headache, fever, nausea,
vomiting and rashes can be the few side effects that can be
felt throughout the body. An extreme allergic reaction may
very hardly occur after getting a dose of Covaxin. Accord-
ing to the results from phase 3 trial data, the efficacy rate of
the Covaxin vaccine was noted to be 81% after two doses
of the vaccine [100].

A list of available vaccines along with their type,
nature, name of developers, country of origin, efficacy rate
and all the possible side effects has been well documented
in the Table 2 (Ref. [90, 91, 93–95, 98, 100–106]).

9. Conclusions

Theworldwide spread of this pandemic has shaken
the world in a way that recovery seems far-fetched. But
the hopes and the future possibilities are helping everyone
to keep going. As of 27th July 2020, the total number of
cases worldwide was noted to be 16,114,449 along with
646,641 deaths. The most number of cases being accounted
in Americas (8,610,134), Europe is second (3,234,043),
and South-East Asia with the third most confirmed cases
(1,786,145). During such tough times, with no possi-
ble cure for the virus, implementing preventive measures
would possibly be the best strategy to fight against COVID-
19. To decrease the spread of the virus, widespread test-
ing measures should be executed, with an increase in the
testing rate. Newly developed and improved tracking sys-
tems along with testing kits would help the world flatten
the curve. Global vaccine trials are being performed in dif-
ferent countries, which is the only hope for a few countries
where the virus has vastly spread. The distress this pan-
demic has caused will take some time to fade away even
after overcoming this in the future. The daily lifestyle will
differ in the post-COVID-19 situations. In the future, scien-
tists would be more prepared for the upcoming viruses and
other microbial organisms that could cause such devastat-
ing losses to human life. Many aspects of COVID-19 that
the scientists have observed or discovered will help them
to overcome other viruses or microbial organisms that are
close to SARS-CoV-2. Even with the arrival of any vaccine
against COVID-19, the end of this disease will still be un-
certain so people should be aware. They should maintain
proper hygiene and should follow basic preventive mea-
sures such as wearing masks and maintaining social dis-
tancing. The social and economic losses several countries
have suffered from this pandemic will impact the future of
the people. But people should remain optimistic and learn
from this adversity and be more prepared in the upcoming
years.
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A B S T R A C T   

The science about the usage of face masks by the common public to avert COVID-19 transmission is proceeding 
swiftly. A primary route of transmission of COVID-19 is probably through small respiratory droplets, and it is 
transmissible from asymptomatic and pre-symptomatic individuals. According to the World Health Organization, 
wearing a mask in public can help reduce the transmission of the COVID-19 virus. Different categories and types 
of masks and their usage are reviewed in this work. In a nutshell, this review work elucidates the aspects of 
utilizing the various face masks along with all possibilities to fight against the ongoing pandemic of COVID-19.   

1. Introduction 

World Health Organization (WHO), announced on January 30, 2020, 
a Public Health Emergency of International Concern (PHEIC) in 
response to the emersion of a novel coronavirus in Wuhan, China. Later, 
on March 11, 2020, WHO announced COVID-19 to be a pandemic, it is 
the 2nd pandemic of the 21st century after the pandemic of 2009 caused 
by influenza A H1N1.1,2 

In the declaration by WHO on February 11, 2020, the Coronavirus 
disease (COVID-19) is caused by the virus named severe acute respira-
tory syndrome coronavirus 2 (SARS-CoV-2), which is genetically related 
to the coronavirus responsible for the SARS outbreak of 2003.3 

As of August 29, 2020, more than 24.7 million cases have been re-
ported across 188 countries and territories, causing more than 837,000 
deaths with a recovering of 16.2 million people. In this case, proactive 
infection monitoring criteria have been executed in hospital set-ups.4,5 

To control the further outbreak of pandemic disease COVID-19 
among people, WHO provided some guidelines and instructions to the 
general public to follow such as the continuous practice of hand hygiene, 
maintaining social distancing, wearing a mask in public, avoiding social 
gatherings and practising self-isolation and home quarantine. In addi-
tion, with the guidelines of WHO, the authorities also implemented some 
rules such as quarantine and testing of all travellers, closing and 

regulating the city and country borders, along with massive testing for 
case detection by RT-PCR (reverse-transcription polymerase chain re-
action) technique. Later, stay at home order, lockdowns, home isolation, 
cancellation of mass gatherings and prohibiting traveling were acquired 
to several degrees and at various time points in several countries to 
alleviate the threat of community transmission. It is unclear when the 
outbreak will end, and there are no known vaccines or antiviral thera-
pies that are 100% effective against the coronavirus.3,5 Though there has 
been working on immunization and numerous vaccines have been 
created so far, none of them can guarantee 100 % efficacy against 
SARS-CoV-2.6–8 

To handle the ongoing COVID -19 pandemic situation, the US Cen-
ters for Disease Control and Prevention (CDC) had recommended the 
public to put on face masks. Many Asian countries, which have had 
greater experience with new coronavirus infections, use public masks 
significantly more frequently. Face Masks have been recommended as a 
primary potent tool to control the COVID-19 outbreak in China.9 

However, the World Health Organization (WHO) advises that face masks 
should only be worn by individuals caring for patients with suspected 
COVID-19 or those who are actively sneezing or coughing.10 

Many governments around the world have introduced policies that 
recommend the wearing of masks to slow down the expanse of COVID- 
19. Mandatory use and enforcement vary globally. While several 
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countries have passed legislation requiring the use of masks, others, like 
China, India, Japan, South Korea, and Taiwan, have issued more precise 
guidelines.11 

With the exponential spread and emergence of COVID 19, the usage 
and utility of masks and respirators for the common people have been 
advised by the government.10 The US CDC has recommended that the 
usage of Medical masks, surgical masks, cloth masks, fabric masks, and 
extended use of respirators can be deliberated with proper caution. 
Medical masks i.e., N95 respirators and surgical masks are prioritized for 
healthcare professionals which appears to protect against the virus.12 

Countries, like Italy and Mexico, provided single-use masks for the 
common public upon mandating their use.11 If medical masks, surgical 
masks or respirators are not available then the general public can use 
homemade cloth masks that provide lesser protection but still afford the 
efficacy.13 Japan offered cotton masks without imposing mandatory use, 
whereas the Czech Republic and the United Kingdom urged citizens to 
use reusable masks.11 There is not yet enough data to determine which 
combination of mask policies are most effective in slowing the expanse 
of infection. However, it is advised to wear reusable face coverings or 
masks for the general public as an alternative to the single use face mask 
or surgical face masks used in healthcare sector. The usage of reusable 
cloth mask are effective in combating virus transmission to a certain 
extent when combined with non-clinical interventions such as main-
taining social distance and hand hygiene.11 In one of the surveys, it is 
reported that 28,000 people aged between 16 and 74 years in 15 
countries wore face masks because of the coronavirus outbreak. About 
more than 70 % of people in India, China, Italy, Japan and Vietnam wore 
reusable face masks to protect themselves from coronavirus outbreaks. 
In the USA and other countries, the percentage is 50 % and above .9,11 

The sensations during the previous five months show that mask usage 
was usually high (>75 %) in certain locations, such as Asia and South 
and Central America, whereas it was always low (25 %) in Northern 
Europe. In some nations, an improvement over time has been observed, 
which might help in evaluating the surging cases of covid-19 or 
mask-related requirements and guidance.11 

These and associated data can support inform public health com-
munications campaigns and endeavors considering mask-wearing to 
help slow the expanse of COVID-19 and could be borrowed to help 

evaluate how policies associate to practice around the world. 
In this paper, we seek to elucidate the different aspects of masks. 

Specifically, we explore the different varieties of masks, their material 
composition and effectiveness in protecting the wearer from an airborne 
virus along with the guidelines of usage of masks and caring method of 
masks in detail. 

We tend to provide more information to the general public about the 
types of masks and what mask they should choose in case of no medical 
or surgical mask is available. 

1.1. Transmission characteristics of Covid-19 

Every day, new information concerning the COVID-19’s transmission 
emerges. It is mainly a respiratory disease and the spread of infection 
with this virus can range from people with mild, non-respiratory 
symptoms to extreme acute respiratory ailment, along with organ 
dysfunction, sepsis and death, while some infected people have no 
symptoms at all. According to recent reports, the coronavirus is trans-
mitted among people via contact routes and respiratory droplets. 
Transmission can also happen through fomites in the infected person’s 
immediate environment. Therefore, transmission can occur by direct 
contact with an infected person, or indirectly by contact with surfaces or 
objects used on or by the infected person5,14 (Fig. 1). 

The threshold for the droplet size is ranging from 5 μm to 10 μm. 
Droplet transmission happens when a healthy individual comes in close 
contact within 1 m with an infected person and is exposed to infectious 
respiratory droplets, through coughing, sneezing or close personal 
contact by mouth or nose.15 

Airborne transmission of the COVID-19 virus may be possible in 
particular conditions where procedures to generate aerosols are per-
formed. The research community has been discussing, whether the 
coronavirus, might furthermore circulate by aerosols in the deficiency of 
aerosol-generating procedures (AGPs). This is a province of strong 
research. As, air testing in clinical atmospheres where AGPs were not 
conducted, found RNA virus in some observations but not in others.16 

Nevertheless, the existence of viral RNA is never similar to replication 
and infection competent (viable) virus that could be transmissible and 
able to adequate inoculum to commence invasive infection. Few 

Fig. 1. Diagram shows the different modes of COVID-19 disease transmission (Created with BioRender.com).  
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experimental studies performed by aerobiology laboratories have found 
the viable virus and viral RNA, but these were experimentally induced 
AGP where aerosols were produced artificially using high-powered jet 
nebulizers and do not imitate normal human cough conditions.17 

To address several of the acknowledged research gaps connected 
with AGPs and COVID-19 virus airborne propagation, high-quality 
research involving randomised trials in a variety of situations is 
required. 

Recent information recommends that maximum expanse of COVID- 
19 is happening from symptomatic people to others in near contact, 
when not wearing proper PPE. Amongst the infected persons with 
symptoms, viral RNA can be found in their specimens’, weeks afterwards 
the commencement of sickness. However, for moderately infected in-
dividuals, the viable virus was not discovered after 8 days after the onset 
of symptoms, albeit this can change for very ill patients.18 In 
pre-symptomatic transmission, the infected person with no symptoms 
can transmit the virus to others. SARS-CoV-2 has an incubation period of 
5- to 6-days, but it can last up to 14 days.19,20 Besides that, some data 
indicate that many people may test positive for coronavirus, using po-
lymerase chain reaction (PCR) testing, 1–4 days before any symptoms 
develop.21 

As per reports, some individuals infected with the SARS-CoV-2 virus 
does not ever develop any symptoms, though they can shed the virus 
that may, therefore, be transmitted to other people. According to a 
recent systematic analysis, 6 %–42 % of infected people are asymp-
tomatic, and most of the studies in their evaluation have limitations due 
to inadequate symptom reporting. Comprehensive researches on the 
transmission from asymptomatic people are tough to perform, but the 
accessible proof from contact tracing documented by the Member States 
implies that asymptotically infected patients are much less likely to 
transmit the virus than those who develop symptoms.22 

1.2. Recommendations for wearing a face mask 

There have been reports on the usage of surgical face masks on pa-
tients with pulmonary tuberculosis, which significantly reduced trans-
mission and offer an adjunct measure for reducing TB transmission from 
infectious patients to healthy persons.23,24 The surgical mask has further 
been revealed to disengage other human coronaviruses during coughing. 
In addition, a meta-analysis of randomised trials found that surgical 
masks and N95 respirators were equally effective in preventing 
influenza-like illness and laboratory-confirmed influenza among 
healthcare workers.25 

The use of a mask to control a respiratory illness is a well-established 
method. A relevant investigation discovered that a cloth mask obstruc-
ted 96 % of viral quantity on normal when used eight inches away to 
wheeze from a COVID-19-infected patient.26 It has been shown that 
every 10-fold increase in viral amount results in an additional 26 % 
increase in patient fatalities from acute infections caused by highly 
deadly viruses.27 

The research focused on aerosol disclosure has found that all kinds of 
masks are at least somewhat beneficial at defending the wearer. Van der 
Sande et al. in 2008 reported that any mask can decrease aerosol 
exposure and are reasonably reliable over time. Researchers found that 
any type of mask use is likely to decrease viral exposure and infection 
hazard on a community grade, despite its improper fit.28 

However, the examination of particle filtration is likely to misjudge 
the efficiency of masks, as the number of particles that are secreted as an 
aerosol is relatively small.29 Both homemade and medical masks are 
considerably useful in minimizing the number of microorganisms and 
can reduce the spread of infection, though the surgical mask was much 
better and be more useful in obstructing transmission in comparison to 
homemade masks.28 The scarcity of surgical masks and N95 respirators 
is a major issue. According to the current CDC advice, a healthy person 
should wear a cloth face mask in public.30 

The importance of utilizing masks for health care persons has been 

detected in Chinese hospitals where, in each hospital, medical pro-
fessionals wearing masks (particularly in quarantine areas) had no 
COVID-19 infections, instead of being around COVID-19 patients while 
other medical professionals had 10 or more infections in hospitals 
because of not wearing the mask.31 

1.3. Categories of face masks recommended by WHO 

During this COVID-19 epidemic, the usage of masks is suggested by 
Governments and WHO to control the further expanse of SARS-CoV-2. 
The usage of masks has followed various guidance from several com-
munity health organizations and governments. The WHO and other 
public health organizations approve that masks can inhibit the expanse 
of respiratory viral diseases, especially in COVID-19 case.32 

WHO recommends various kinds of masks for use in pandemic 
COVID-19 (Fig. 2). These types are mentioned as below: 

1.4. Categories of face masks include  

1. Cloth face masks  
2. Medical or surgical masks  
3. Respirators:  

(i) Filtering facepiece respirator  
• NIOSH respirator filter masks  

(ii) Full-length face shield  
(iii) Self-contained breathing apparatus (SCBA) 

2. Cloth face masks 

A cloth face mask is inexpensive and made of everyday cotton fabric 
that is worn over the mouth and nose. Many health authorities are 
instructed to use these cloth masks for protection if medical masks are 
unavailable in stocks.33 

It is solely made of several varieties of cloth material. Studies 
demonstrate that the efficiency of these cloth masks, when compared to 
the N95 mask, is less effective against the SARS-CoV-2 but they can still 
provide the basic protection. It does provide the user protection against 
the air contaminants like pollens and dust particles. Therefore, it was 
limited approved in case of a pandemic. 

Before the coronavirus outbreak, several Asian countries, including 
Vietnam and China, investigated the use of cloth masks in the commu-
nity and healthcare.34,35 Cotton cloth masks were reported to be used by 
Health Care Workers (HCWs) in China during the outbreak of severe 
acute respiratory syndrome (SARS) in 2002.36 

2.1. Types of cloth masks 

Based on laboratory data and WHO’s instruction, cloth masks are of 
three types: (a) Cloth mask 1, (b) Cloth mask 2, (c) Cloth mask 3. 

Cloth mask 1 contains a latex exhalation valve, which worked better 
than the other two cloth masks that did not have an exhalation valve. 
The capability of filtration efficiencies of cloth masks 2 and 3 varied 
among the several PSL (polystyrene latex) sizes. Cloth masks 2 and 3 are 
more susceptible to penetration than cloth mask 1. Cloth mask 1, is an 
outstanding filtering mask with a conical or tetrahedral shape, that fits 
well with the general population. It also has 3 layers with a hydrophilic 
inner layer, filter in the middle layer and a hydrophobic outer layer 
whereas cloth masks 2 and 3 have simple rectangle long nooses and they 
do not possess three layers. Cloth mask 2 has two layers i.e. filter and 
hydrophobic outer layer while cloth mask 3 has only one thin layer 
(Fig. 3). This technique does not fit on the mannequin, allowing the 
leakage of a considerable percentage of components to infiltrate via the 
mask. When comparing filtering effectiveness and fit, cloth mask 1 
outperformed the other two masks. However, the cloth mask 2 per-
formed better when compared to cloth mask 337 

The most protective cloth face masks require at least three layers 
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with a hydrophilic inner layer (e.g. cotton) to consume moisture from 
the wearer’s breathing and hydrophobic outer layers (e.g. polyester).37 

Another study demonstrated that homemade masks made of tea cloth 
delivered safety during short- and long-term activities.28 Ma et al. 
demonstrated that while N95 respirators obstructed 99.98 % of avian 
influenza virus, cloth homemade masks and surgical masks were 
comparative 95.15 % and 97.14 %, respectively. These homemade 
masks were created from polyester and kitchen towels and were used in 
the experiment.34,38 

3. Medical or surgical mask 

During this moment of global health emergency caused by the 
COVID-19, WHO recommends medical or surgical masks for nurses, 
doctors, patients, and all hospital personnel, as well as all healthcare 
units, to protect themselves from COVID-19 exposure. A fluid-resistant 
(Type-IIR) medical face cover is utilized to keep safe against droplets. 

If worn by the sufferer, it will underestimate the disbandment of enor-
mous respiratory droplets that will defend workers against both droplets 
and influenced by the transmission of viruses. If worn by healthcare 
workers it will protect against droplet communication, when within 1–2 
m of the victim. Danger removal by at least 80 % is reckoned.39 Surgical 
masks contain three layers: an internal tender absorbent sheet, a central 
polypropylene obstacle, and an exterior hydrophobic surface. This face 
mask delivers protection from droplets in a clinical setting. The design of 
the surgical masks relies on the mode; usually, the masks are three-ply 
(three layers) and 4 ply (four layers). This three-ply fabric is 
composed of a meltblown polymer, most generally polypropylene, 
placed between the non-woven fabric. It has 3 layers, the external layer 
repels water droplets, the middle layer serves as a filter and the interior 
layer absorbs moisture (Fig. 4a & 4b). Numerous analyses are carried out 
to disclose the removal of viral detection, which in turn was found to be 
25-fold for coarse aerosols, 2.5 fold for neat particles. Surgical face 
masks deliver the fundamental option in a pandemic. It had the 

Fig. 2. Diagram shows the pictorial view of different types of masks: a. Surgical Mask b. Cloth Mask c. Cloth Mask with Head Loop d. Fold Model Type K95 Mask 
without Respirator with Head Loop e. Fold Model Type N95 Mask with Respirator and Head Loop f. Cup Model Type N95 Mask with Respirator and Head Loop g. 
Full-Length Face Shield. 
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drawback of not constraining the release of minor droplets.40 

The 4 ply surgical mask is like a 3 ply face mask along with an added 
additional layer with an activated carbon filter or one more filtering 
layer (Fig. 4c & 4d). The first layer is composed of polypropylene spun 
bond non-woven, second is with an active carbon filter fiber or another 
filtering layer. The 3rd layer is with melt-blown nonwoven fabric and 
the final layer is with polypropylene spun bond non-woven. They also 
have flexible nose strips to give extreme protection and satisfaction to 
the user. It also protects against odors as well as organic vapors.40 

4. Respirators 

FFP 1/2/3 or NIOSH respirators and other respirators are seal-tested 
respirators and they are capable to protect health care workers espe-
cially those who directly come in contact with the patients. This appa-
ratus causes a blockage around the nose and mouth and has twisted 
fibres with filters. WHO instructed about respirators, described below:  

(i) Filtering Face-piece Respirators: 

The term filtering facepiece (FFP) is utilized in source to high- 
performance screening masks. Filtration is executed by a variety of 

Fig. 3. Diagram shows the different types of cloth masks and their layering pattern: a. Cloth Mask 1 b. Different layering pattern of Cloth Mask 1 c. Cloth Mask 2 d. 
Different layering pattern of Cloth Mask 2 e. Cloth Mask 3 f. Different layering pattern of Cloth Mask 3. 

Fig. 4. Diagram shows the different types of surgical masks and their layering pattern: a. 3-ply surgical mask b. Different layering pattern of 3-ply surgical mask c. 4- 
ply surgical mask d. Different layering pattern of 4-ply surgical mask. 
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complex polypropylene microfibers and electrostatic rates. It is bor-
rowed to filter out vapors, dust particles and infectious agents. It is 
primarily borrowed in the workplace having more pollutants. It has the 
benefit of cleansing air and cutting down the hazard of contamination of 
the wearer. Such mechanical filter respirators protect against the inha-
lation of particulates such as dust particles, droplets, and aerosols.40 

Types of FFP Mask: There are three categories of protection. For 
FFP1, FFP2 and FFP3 these are 4-, 10- and 20-folds, respectively. FFP1 
Filters at least 80 % of airborne particles and FFP2 Filters at least 94 % of 
airborne particles.40 

The third category of FFP3 provides the longest aspect of precaution 
and is the only one recommended for UK healthcare locations, partic-
ularly in AGPs, such as intubation and non-invasive ventilation. They 
must comply with industry standards, including stringent industry tests 
with biological aerosols and a maximum leakage of 2 %. FFP3 respira-
tors provide 99% protection against COVID-19 in screening elements 
ranging in size from 100 to 5000 nm, including airborne tiny 
droplets.41,42 

NIOSH recognized different types of respirators are most popularly 
known as FFP respirators. As per the shape, it may be (i) cup model type 
or (ii) fold model type or (iii) linear model type.43 (Fig. 5).  

• NIOSH respirators filter masks: 

The NIOSH respirators screening masks are respiratory guarding 
equipment manufactured to conform a remarkably close facial clothing 
and very productive filtration of airborne components. 

4.1. Types of NIOSH respirator filter masks 

Based on filtering particles and efficiency of resistance to oil, NIOSH 
respirator filter are of three types: N, P, R. 

Depend on particle filtering efficiency N-type respirators are of three 
categories- N95, N99, and N100. N95 respirators are generally used in 
healthcare vicinities and are a subset of N95 Filtering Facepiece Respi-
rators (FFRs), often cited as N95s.37 The N95 designation means that 
under experimental circumstances which are approved by the United 
States CDC and National Institute for Occupational Safety and Health, 
the respirator hurdles at least 95 % of strong and watery aerosol trial 
components. The most incredibly used is N95 which is called electrets 
filters, which has a filtration of 95 % of aerosols N90/N95 face mask is 
one of nine NIOSH certified particle respirators. Obtaining an N95 mask 
as an example, “N” means not resistant to oil. “95” means that the 
particle concentration in the mask is 95 % poorer than that outside the 
mask when disclosure to a specified number of special test particles. 95 
% is not the normal filter rate, but the slightest value. N95 is not a 
certain product name. As long as the product meets the N95 criterion 
and upholds NIOSH review, it can be called “N95 mask”. The degree of 
safety is N95, which means that under the test circumstances stipulated 
in NIOSH standard, the filtering efficacy of the filter substance of the 
mask for non-oily particles (such as acid mist, dust, paint mist, 

microorganism, etc.) attains 95 %. Nevertheless, various companies 
manufacture several N95 and its effectiveness relies on the size of 
penetrating particles. It has 4 layers-inner, filter, support and layer mask 
filter layer from outside to inside with a ventilator fan to permit rein-
force breathing. N95 are of two categories- The standard N95 and sur-
gical N95, which is more worthwhile.40 (Fig. 6). 

Some other variants to the N95 mask are also available like N90, 
valved N90, valved N95, KN90 and KN95. In the case of the N90 mask, 
the number 90 signifies the effectiveness of the mask to filter out 2.5 p. 
m. dust particles. While KN90 respirators with valves are more favorable 
for industries of non-ferrous metal processing, food processing, metal-
lurgy, construction works and all additional oil and non-oil particles 
pollutants such as dust particles, smoke fog. KN90 can apprehend more 
than 90 % of particles. Although it is not as beneficial as KN90 in the 
case of particle conservation. KN90 is a promising choice to travel in a 
mist for a short time.11,40 

There are a variety of respirators on the market that match the same 
design criteria as N95s, and they are approved as KN95s in China. These 
respirators are fundamentally the same. The KN95 filters out at least 
95% of particles down to 0.3 μm (Fig. 7). To be more useful, these res-
pirators also must develop a seal around the nose and face when worn. 
Genuine N95s will have NIOSH written in block letters on the respirator, 
including testing and certification numbers, as well as the identification, 
N95. This can help recognize the fake masks on the markets.40 

The usage of valves in face masks such as the valved N90 and N95 are 
stated as not prohibiting the virus from escaping out of the mask. The 
valve is almost a ‘one-way valve’ that only insures the person wearing it 
and does not purify the aerosols coming out. So, an asymptomatic person 
with coronavirus can scatter the infection to people when the valve 
discharges the unfiltered exhaled air in the sudden environment. 
Therefore, in a sealed area, people around the carrier have an increased 
threat of conceivable disclosure to the Covid-19. Asymptomatic trans-
mission disseminates the infection to another person. On the other hand, 
a mask without a valve will not permit the virus to circulate.40 

The R and P masks have friction to oils but the high-performance 100 
refers to the lowest percentage of factors screened under trial conditions. 
Both R-type (Resistant to oil) and P-type (Strongly Resistant to oil/Oil 
Proof) of respirators differentiate into three types, viz., R95, R99, R100, 
and P95, P99, P100 respectively. Their filtering power is at least 99 % 
and 99.7 % respectively.42 The P100 respirator has a filtration of 99.7 %. 
Studies were performed to find and distinguish the efficiency of N95 and 
P100 before and post-exercise. The permeability values were more or 
less the same with both before exercise. But, the outline after exercise 
demonstrated change, having the benefit of using P100 masks.40  

(ii) Full-length face shield: 

It is made out of elastic headbands and a clear polycarbonate shield 
that runs across the face (Fig. 8). It prohibits the wearer from splashes of 
coughing and other liquid droplets. It had the advantage of being light 
and cost-effective. It is primarily used in a clinical area.40 

Fig. 5. Diagram shows the different shaped Filtering Face-Piece Respirators a. Cup Model Type b. Fold Model Type c. Liner Model Type (Created with Bio-
Render.com). 
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Full-length face shields come through different structures, but all 
deliver a plastic boundary for the face to protect against droplets and 
virus particles. The faceguard coverings will ensure that it reaches the 
chin and that there is no gap between the forehead and the face-shield 
guard. The laboratory study showed that the face guard was capable 
of inhibiting 96 % viral particles when worn by health care personnel 
within 18 inches of cough.44 Yet social distancing, wearing masks must 
be important for avoiding viral respiratory diseases.22,45  

(iii) Self-contained breathing apparatus (SCBA) 

It comprises a facepiece that is connected to an allowance of liquid 
air or liquid oxygen. A hose and a regulator are used to keep the SCBA in 
place (Fig. 9). It primarily gives protect against airborne pollutants, 
making it easy for those working in a smoky environment. It is employed 
as personal firefighting cautionary. It has the disadvantage of being 
hefty, which limits the user’s mobility in the workplace.40 

Table 1 shows the many types of masks, their materials, character-
istics, and purposes, as well as their percentage of effectiveness in pro-
tecting against the Coronavirus. 

4.2. Mechanistic significance of wearing a mask 

Over the last several months, the use of facemasks has been identified 
as one of the most important and cost-effective mitigating strategies for 
delaying COVID-19 transmission. In addition to government and public 
health officials’ advice and mandates for mask use, a growing number of 
scientific studies have demonstrated the effectiveness of masks and 
universal masking. 

Face Masks and different PPE items serve as a physical obstacle to 
respiratory droplets. An in vitro model with basis and receiver figures 
was developed to test the impact of the mask on filtering away radio- 
labelled aerosol. Masking at the source mannequin was invariably 
more beneficial at reducing radio-labelled aerosols entering the receiver 
mannequin, whereas the only practical setup where the receiver 
mannequin could be equally adequately conserved was if the receiver 
mannequin wore an N95 mask enclosed with Vaseline.47 Hence, masks 
can work as a physical obstacle and seem to be more significant when 
worn by an infected person. 

The use of a mask by the infected person helps in reducing virus 
transmission. The surgical mask was examined for its potentiality to 
hinder the discharge of numerous viruses by investigating the quantity 

Fig. 6. Diagram shows the N95 mask and its layering pattern: a. N95 mask without respirator b. N95 mask with respirator c. Different layering pattern of N95 mask 
without respirator. 
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of virus existing in the exhaled breath of the infected person. The re-
searchers were able to obtain the particles distinguished by size (>or <5 
μm). With the mask on, a critical decline in coronaviruses in both 
smaller and bigger particles was investigated. The mask reduced the 
number of influenza viruses identified in bigger particles, but not in 
smaller particles. After wearing a mask, no coronavirus was found in any 
of the 11 patients, although influenza was found in the respiratory 
particles of one of them.48 This means that surgical face masks can 
reduce coronavirus and influenza transmission from an infected person. 
Participants were encouraged to cough for influenza trial, and no 
influenza could be detected by reverse transcriptase-polymerase chain 
reaction (RT-PCR) for 9 infected patients using both N95 and surgical 
masks.49 When the exhaled influenza virus was divided into amounts 
based on size, surgical masks were found to be highly effective at 
eliminating influenza from the large coarse portion (≥5 μm).50 In-
dividuals who come into contact with an infected person can benefit 
from wearing face masks. During the SARS outbreak in Hong Kong, 
hospital faculties were asked about the preventative measures they took 
and this data was linked to whether or not they were infected. Wearing 
face masks was determined to be the most effective preventative mea-
sure in reducing the risk of infection, and those who wore surgical masks 
or N95 masks were not among the 11 infected employees. Nonetheless, 
two groups of people who wore paper masks became sick, implying that 
the types of masks were also important.51 A study distinguished the 
effectiveness of surgical and N95 masks against viral respiratory in-
fections in healthcare employees. When healthcare workers used 

surgical masks or N95 masks, there was no significant difference in 
influenza infection outcomes, implying that both types of medical masks 
can protect equally.52 A meta-analysis was conducted on clinical surveys 
to investigate the protective impact of masks. Wearing a face mask 
protect persons against influenza-like illness, illustrating a risk ratio of 
0.34, with a 95 % confidence duration between 0.14 and 0.82. Ac-
cording to the study, there was a minimal difference in protection be-
tween N95 masks and surgical masks, with a hazard ratio of 0.84 and a 
95 % confidence duration of 0.36–1.99, indicating no significant dif-
ference in risk.53 A study conducted by Eikenberry et al. suggested that 
the widespread use of masks by the general public can significantly 
reduce population transmission rates and death tolls.54 Hence, the study 
finds that the widespread use of face masks has the potential to signif-
icantly minimise community transmission and the threat of a COVID-19 
pandemic. These data can be used to support and inform public health 
communications campaigns and undertakings involving the use of 
masks to help limit the spread of COVID-19, as well as to examine how 
policies and practices interact around the world. 

4.3. Caring methods of non-medical masks 

Masks should be worn by only one person and should not be shared. 
When masks become wet or dirty, they should be changed immediately; 
a patchy mask should not be worn for an extended amount of time. 
While removing the mask avoid touching the front side of the mask and 
do not touch any other part of the face after removing. Abandon the 
mask or keep it in a sealable pouch until it is cleaned and washed again. 
Afterwards, instantly practice hand hygiene. Non-medical masks should 
be washed frequently and handled carefully. 

Do not use the mask, if the fabrics look notably worn out. The highest 
permissible washing temperature for clothing textiles used to make 
masks should be checked. Clean it in with soap or detergent in warm, hot 
water (60 ◦C). Non-woven polypropylene (PP) spun-bond perhaps 
washed at high temperatures, up to 125 ◦C.55 Naturalistic fibres may 
fend with high-temperature ironing and washes. Cleanup the mask 
exquisitely but avoid too much abrasion, extending or rubbing. The 
summation of cotton and non-woven PP spun bond can undergo high 
temperatures, masks formed of these compounds perhaps fumigated or 
steamed. 

When warm water is not obtainable, wash the mask with detergent 
or soap at room temperature water, pursued by either (i) steaming mask 
for 1 min or, (ii) drench face cover in 0.1 % chlorine for 1 min. Rinse the 
mask properly with room temperature water to avoid any toxic chlorine 
accessorial. 

Though the cloth masks may be created in huge quantities in a short 
amount of time, they can be reused after being decontaminated using a 
variety of methods, the most effective of which is washing in hot water 
with soap. Other methods or products, to get contaminant free cloth 
masks, are the use of bleach, isopropyl alcohol, or hydrogen peroxide; 

Fig. 7. Diagram shows the K95 mask.  

Fig. 8. Diagram shows the full-length face shield and its layering pattern (Created with BioRender.com).  
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Fig. 9. Diagram shows the Self-Contained Breathing Apparatus (Created with BioRender.com).  

Table 1 
A detailed summary of the different types of masks and their effectiveness in protecting against the SARS-CoV-2 virus.  

Type of 
mask 

Materials used Description Efficiency in 
percentage 

Purpose Respiratory 
filter 

Reusable Reference 

Cloth Face 
Mask 

Common textiles, usually cotton The most protective cloth face masks 
require at least three layers with a 
hydrophilic inner layer (e.g. cotton) to 
consume moisture from the wearer’s 
breathing and hydrophobic outer 
layers (e.g. polyester). 

Zero % efficient 
at 0.3 μm 

Dust Party leader, 
virus and bacteria 

No Reusable 40,46 

Surgical 
Face 
Mask 

Non-woven fabric This mask has been certified by the 
Food and drug administration. This 
category of mask protects the mouth, 
nose, eye, cheeks and forehead. It is 
mostly referred to the Medical 
professional dealing with operations 
drive through COVID-19 patients. 

60%–80 % 
filtration of 
particles as 
small as 0.3 μm 

Virus, bacteria, 
pollen and dust 
particles 

No Disposable 40,46 

N95 Face 
Mask 

Fine mesh of synthetic polymer 
fibres, specifically a non-woven 
polypropylene fabric. 

This mask is mostly recommended by 
health care workers and first medical 
responders dealing with COVID-19 
patients. 

95 % efficient of 
particles sized 
0.1–0.3 μm 

Virus, bacteria, 
pollens, liquid like 
sprays against non- 
oil particles 

Yes Reusable 12,40,46 

FFPR 
(P100) 
Face 
Mask 

Fine mesh of synthetic polymer 
fibres, specifically a non-woven 
polypropylene fabric. 

Unlike the surgical mask, this type of 
mask is mostly used to stop the spread 
of airborne diseases and also is 
dispensable. 

99.97 % 
efficient of 
particles sized 
0.1–0.3 μm 

Virus, bacteria, dust 
particles. 

Yes Reusable 12,40,46 

KN95 Face 
Mask 

Non-woven fabric, often made 
from polypropylene. 

They are composed of four layers: 
outer, filter, cotton and inner layers. 

80%–95 % 
efficient of 
particles down 
to 0.3 μm 

Virus, bacteria, 
pollens, liquid-like 
sprays against non- 
oil particles 

Yes Reusable 40 

Face 
shield 

Flimsier This mask is made of flimsier, which 
cover the entire face from the 
forehead to chin and is secure with a 
headband cushioned. 

Effective with 
perhaps surgical 
or N95 masks 
worn. 

Liquid like most 
sprays. 

No Reusable 40,46 

SCBA A back-plate that holds the 
cylinder and reduces the air from 
high pressure (200–300 bar) to 
medium pressure (5–11 bar) and, 
in turn, supplies a face mask. 

Mostly worn by firefighters to ease 
fresh breath when in contact with 
hazardous environments. 

99 % of knotter 
than 0.3 μm. 

Emergency 
conditions, viruses, 
bacteria, smoke 
particles, and non- 
oil particles. 

Yes Reusable 40,46  
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autoclaving or microwaving; and the application of ultraviolet radiation 
or dry heat.56 Unlike disposable medical masks and respirators, the 
material of cloth masks is unlikely to degrade from standard decon-
tamination procedures. Hospitals, on the other hand, will be burdened 
with the additional task of washing and decontaminating worn masks. If 
healthcare personnel do decontamination on their own, they may not 
wash masks frequently enough, putting themselves at risk of infection.12 

If you wear a none medical mask, do not touch it unnecessarily. 
Masks of any type are not comfortable and can cause users to touch their 
faces often to adjust the mask. This can be complicated, as that is spe-
cifically how the virus would enter your body. 

Cloth masks should be washed after each use, or sooner if they 
appear soiled. Follow any particular instructions provided by the 
manufacturer. Use the warmest washer and dryer settings that are safe 
for the fabric. If you don’t have access to a dryer or washer, you can 
wash a face mask in bleach and air dry it. To prepare the solution, add 4 
tablespoons of bleach in 1 L of normal water, then saturate the mask in 
that solution for 4–5 min. After saturation, wash the mask thoroughly 
with normal water and let it air dry completely in presence of sunlight.57 

In a nutshell, one must follow the following protocols to maintain the 
hygiene of the masks: 

A. Store wet or dirty masks in a plastic bag: If your mask is filthy or 
wet from saliva, sweat, make-up, or different liquids or entities, keep it 
in an impenetrable plastic bag until you can clean it. To avoid mould 
growth, wash contaminated or wet masks as soon as possible. Damp 
masks are less useful than dry masks since they are difficult to breathe 
through.58,59 

B. Masks that aren’t damp or soiled should be stored in a clean paper 
bag: You can save your mask for later use by temporarily storing it. After 
touching a used mask, properly dispose of it and wash your hands. To 
keep it clean between uses, store it in a dry, breathable bag (such as a 
paper or mesh fabric bag). Keep the same side of your mask facing out 
while reusing it. If you need to remove your mask to drink or eat outside 
of the house, place it in a safe place, such as your pouch, handbag, or 
paper bag. After removing your mask, make sure to rinse or sanitize your 
hands. Replace the mask with the same side facing out after eating. After 
re-applying your mask, make sure to rinse or sterilise both hands once 
again.58,59 

C. Wash your mask: Wash your cotton mask whenever it gets soiled, 
or at least once a day. If you’re using a disposable face mask, throw it 
away after one use.58  

(i) Using a washing machine: Include your mask in your regular 
laundry. Use ordinary laundry detergent and the appropriate 
settings for the fabric, as directed on label.58  

(ii) By hand: Rinse your mask with soap or laundry detergent and 
water. To get rid of any soap or detergent, wash it fully with clean 
water.58 

D. Dry your mask: Use a warm or hot drier to completely dry your 
mask. Allow your mask to dry completely in direct sunlight. If you can’t 
dangle it in the sunshine, hang it or spread it out flat to dry.58 

WHO is cooperating with research and development partners and the 
scientific community involved in fabric design and textile engineering to 
simplify a fine knowledge of the efficiency and utility of non-medical 
masks. WHO impulse countries that have emanated recommendations 
on the usage of both non-medical and medical masks by having people in 
community settings to propulsion research on this significant issue. Such 
research is urgent to look at if SARS-CoV-2 particles may be eradicated 
by non-medical masks of impoverished integrity worn through an in-
dividual with syndromes of COVID-19 if that individual is sneezing, 
speaking, or coughing. Research is also required on non-medical mask 
use by children and several medically difficult individuals and settings 
as above mentioned. 

4.4. Categories of individuals who should wear medical masks against the 
expanse of COVID-19 

Coronavirus disease (COVID-19) is an infectious disease caused by 
the SARS-CoV-2 virus, which was recently found. The mask is used in 
many ways depending on the type of person.60 These divisions are 
described properly below: 

4.5. Hospital 

4.5.1. Monitoring area 
During interacting with victims, all medical crews such as nurses and 

the paramedical team would use disposable triple-layer surgical masks. 

4.5.2. Isolation department 
In the isolation cabins, all victims should be maintained that they 

must wear a disposable triple-layer surgical mask. Nursing and medical 
staff included in clinical caring in isolation faculties would need a triple- 
layer surgical mask, including extra Personal Protective Equipment 
(PPE). Nevertheless, if the staff is related to any aerosol-generating 
protocols like intubation, suction and nebulization then they must use 
the N95 respirator. Likewise, if the medical crew requisite to obtain 
clinical specimens from victims, then they must use N95 respirators.60 

4.5.3. Critical care faculty 
While nursing and medical staff are implicated in crucial care in the 

Intensive Care Unit (ICU) then they must utilize N95 Respirators. 

4.5.4. In laboratory room 
In laboratories, all staff are working and examining clinical samples 

related to pathogens like Influenza then they should use N95 
Respirators. 

4.5.5. Mortuary 
Personnel involved in dealing with dead bodies of verified patients of 

seasonal influenza should utilize a triple-layer surgical mask, along with 
other infection measure procedures. 

4.5.6. Ambulance staff 
The motorist of the ambulance appointed for shifting patients with 

Influenza should utilize a triple-layer medical mask. The paramedics in 
the patient bedroom should borrow a triple-layer surgical mask and 
though the performance of any aerosol-generating procedures are 
contemplated (suction, oxygen administration by nasal catheter, intu-
bation, nebulization, etc.) Likewise, in these situations, an N95 respi-
rator should be worn at all times.60 

4.6. Health employees in community setting 

4.6.1. Doctors 
Doctors treating Influenza-Like Illness (ILI) in general practice, as 

well as other health care workers working with them, should utilize a 
triple-layer surgical mask at the screening centre.60 

4.6.2. Healthcare workers 
Health workers involved in community surveillance contact tracing 

and health monitoring of cases at home or under home quarantine 
should use a triple-layer surgical mask.22 

4.6.3. Security personnel 
When operating in an infected/potentially infected location, such as 

an influenza ward in a screening centre or a hospital, security staff 
should wear a triple-layer surgical mask.22 

The specifics of individuals who should use a medical mask or other 
respirators during certain activities are listed in Table 2. 
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4.7. Guidelines for using the mask for the general public 

Many countries recommend fabric masks or homemade masks for the 
common public to prevent the spread of pandemic disease. 

4.7.1. Public settings 
Masks should be worn in public locations, such as grocery shops, 

public meetings, at work, closed locations, along with schools, colleges, 
temples, mosques, churches, etc. In the above criteria, people should use 
a non-medical mask such as a cloth mask.60 

4.7.2. During transport 
Non-medical masks should be worn on public transit and in specific 

work scenarios that bring the person in close contact or potentially close 
contact with others, such as cashiers, social workers, and servers, and 
medical masks should be used only when necessary.60 

4.7.3. Senior citizens 
When people’s age is above≥60, then they should use medical 

masks. However, N95 respirator masks can also be used for protection.60 

4.7.4. Other people 
People with underlying comorbidities, such as cardiovascular illness 

or chronic lung disease, diabetes mellitus, cancer, cerebrovascular dis-
ease, immunosuppression must use a medical mask.22,60 

4.7.5. Symptomatic public 
Persons with any syndromes suggestive of COVID-19 and close 

family contacts of such suspect/confirmed cases undergoing home care 
should also use a triple-layered medical mask.22,60 

To prevent the coronavirus outbreak, the mask should be worn 
by62,63:  

1. People who are 2 years of age and senior citizens.  
2. Whenever you are in social background.  
3. Each time when you are travelling on a bus, plane, train, or different 

kinds of public vehicle. Wear masks also in-vehicle hubs such as 
stations and airports.  

4. At the time, when you are around folks who do not occupy with you, 
constituting inside your house or inside somebody else’s residence.  

5. Inside your house if somebody you stay with is sick with signs of 
COVID-19 or has tested positive for COVID-19. 

Although, CDC acknowledges there are certain instances when 
wearing a face mask may not be conceivable always. In these instances, 
evaluate alternatives and adaptations. 

The subsequent types of people can be exempted from the require-
ment to wear a face mask62,63:  

1. A kid under the age of 2 years;  
2. A person with a disability who cannot, or cannot safely, use a face 

mask for reasons related to their condition.62,63  

3. Certain groups of people who may find it difficult to wear a mask: 
Relevant and consistent use of masks may be struggling for some 
children and communities of any age with specific disabilities, along 
with the people who have high sensitiveness to substances on their 
faces, trouble realizing why wearing a face mask is defensive (such as 
people with an intellectual disability), and those who have issues 
regulating their behavior in social situations.62,63  

4. Those caring for youngsters and those with specific disabilities who 
may need assistance with wearing masks. In that scenario, they 
should seek advice from their healthcare providers concerning the 
person they’re caring for who is wearing a mask. If they are unable to 
wear a mask, speak with their healthcare providers about other ways 
to reduce transmission risk and ensure proper mask fit and size. They 
should discard their mask before napping, sleeping, when they may 

Table 2 
Categories of individuals who should wear medical or other respiratory masks.  

Setting Categories 
on 
individuals 

Types of 
masks 

Activity Reference 

Screening Health Care 
Workers 
(HCWs). 

Medical 
mask. 

Preliminary 
contact not 
comprising 
direct contact. 

46,61 

Patients 
with signs 
suggestive 
of COVID- 
19. 

Medical 
mask. 

Any 34,46,61 

Patients 
without 
symptoms 
suggestive 
of COVID- 
19. 

If the 
prevalence of 
COVID-19 is 
high, utilize a 
medical 
mask. But 
when the 
condition is 
in control, 
cloth face 
coverings/ 
masks may 
be used. 

Any 46,61 

Patient room Health Care 
Workers 
(HCWs) 

Medical 
mask 

1. Providing 
direct care (no 
aerosol- 
generating 
procedures) 
2. Direct care 
(aerosol- 
generating 
methods are 
repeatedly in 
place) 

46,61 

Cleaners FFP2/N95 
respirators or 
medical mask 
if available 

When they are 
entering the 
patient’s room 
for cleaning or in 
general when 
they cleaning 
contaminated 
stuff. 

46,61 

Administrative 
rooms 

All staff, 
along with 
HCWs. 

If they are 
not in direct 
contact with 
patients 
suffering 
from COVID- 
19 they can 
Maintain 
physical 
distance (if 
that is not 
possible) 
then they 
should wear 
an N95 or 
cloth face 
masks. 

Administrative 
duties that do 
not comprise 
contact with 
COVID-19 
patients. 

46,61 

Laboratory Lab 
technician 

N95/FFP2 
respirators 

Manipulation of 
respiratory 
specimens of 
supposed 
COVID-19 
patients. 

34,46,61 

Waiting 
compartment 

Patients 
with signs 
suggestive 
of COVID- 
19 

Medical 
mask 

Any 46,61 

Patients 
without 
signs 

Mask is not 
required if 
physical 

Any 46,61 

(continued on next page) 
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fall asleep (such as in a stroller or car seat), and in conditions when 
continuous maintenance is not feasible.62 

But consider prioritizing wearing a mask at least in public locations 
and when around people who don’t live in your home, especially when 
indoors. Masks may not be essential when you and the person you are 
looking after is away from each other, or with other people who live in 
the same home. Though some neighborhoods may have mask re-
quirements while out in public and these requirements should always be 
obeyed.62 

People who are deaf or having difficulty in hearing, and those who 
will interact with people who have difficulty in the hearing should 
consider wearing a cloth mask with a clear panel. If you are unable to get 
a clear mask, consider utilizing written communication, closed 
featuring, or reducing background noise to make communication 
reasonable while wearing a mask that blocks lips. 

People with specific underlying medical conditions like having any 
respiratory problem or asthma can also wear a mask, but they should 
first take advice from their doctor.62 

If a person works in an area where masks could increase the risk of 
heat-related disease or cause safety issues (such as straps getting stuck in 

machinery), they should consult with a healthcare expert and occupa-
tional safety to determine whether the mask is appropriate or not.62 

4.8. Guidelines about utilizing masks in pandemic COVID-19 

Masks may be used for safety for healthy persons (when worn to 
defend themselves when in contact with an infected person) or for 
source supervision, according to the WHO’s revised guidelines (worn 
through an infected person to obstruct onward transmission).64 

The current protocols over face masks usage have deviated from the 
present guidelines provided by WHO. It was argued that there was 
insufficient evidence to suggest that healthy persons should wear face 
masks and that surgical face masks should only be worn by those who 
were sick or caring for patients.64 

4.9. Guidance on the use of masks in health care settings 

In the context of situations with acquainted or suspected society 
transmission or severe explosions of COVID-19, WHO provides the 
following guidance64,65:  

• Health employees, along with community health employees and 
caretakers, who are employed in clinical sectors should constantly 
wear a medical mask at the time of their periodic activities 
throughout the whole shift; apart from when drinking and eating or 
altering their mask to look after a patient who compels droplet 
precautions for other purposes.64,65  

• According to the WHO statement, it is incredibly significant to obtain 
the constant usage of masks in probable massive transmission hazard 
areas along with triage, household physician, GP practices, emer-
gency areas, outpatient divisions, cancer, transplant departments, 
long-period health crisis, COVID-19 determined departments and 
residential faculties.64  

• Throughout the whole shift, at the time of utilizing medical masks, 
health employees should be assured that the medical mask is altered 
when damp, stained, or ruined; the medical mask is never contacted 
to adjust it or replaced from the face for any intention; the medical 
mask (as well as different personal protective equipment) is omitted 
and altered after taking care for any patient on droplet precautions 
for other pathogens.65  

• Faculty members who do not work in the medical field are not 
required to wear a mask throughout their daily activities.  

• Masks should never be shared among health professionals and should 
be suitably eliminated whenever discarded and never reused.  

• A particulate respirator is as defensive as a US National Institute for 
Occupational Safety and Health-approved N99, N95, US FDA surgi-
cal N95, European Union standard FFP2 or FFP3, or equivalent, 
should be worn in environments for COVID-19 victims where AGPs 
are conducted. In these environments, the constant usage of masks 
by health professionals throughout their whole shift is highly 
recommended.64,65  

• To be completely beneficial, the consecutive wearing of a face mask 
among health employees, throughout their exhaustive shift, should 
be executed along with maintaining constant hand hygiene and 
corporal distancing between health staff in disseminated and con-
gested areas where mask usage can be unfeasible such as restaurants, 
clothing spaces, etc. 

The probable risks and hazards should be gingerly taken into report 
when acquiring this strategy of targeted continuous usage of medical 
mask, which includes:  

• Self-contamination owing to the manipulation of the face mask by 
filthy hands.30,31  

• Probable self-contamination can appear where medical masks are 
not altered when damp, contaminated or destroyed. 

Table 2 (continued ) 

Setting Categories 
on 
individuals 

Types of 
masks 

Activity Reference 

suggestive 
of COVID- 
19 

distance is 
maintained. 

Consultation 
room 

Health Care 
Workers 
(HCWs) 

Medical 
Mask 

Physical 
inspection 

46,61 

Patients Medical 
Mask 

Any 46,61 

Cleaners Medical 
Mask 

After and 
between 
consultations 
with patients 
with respiratory 
signs 

46,61 

Locations of 
transit where 
patients are 
not permitted 

All staff, 
along with 
Health Care 
Workers 

Maintain 
physical 
expanse (if 
not possible, 
cloth face 
masks can be 
utilized). 

Any kind of 
activity that does 
not include 
physical contact 
with COVID-19 
patients 

46,61 

Home Patients 
with signs 
suggestive 
of COVID- 
19 

Medical 
mask 

Any 46,61 

Caregivers Medical 
mask 

Entering 
patients’ rooms 
or providing 
direct care 

46,61 

Health Care 
Workers 

Medical 
mask 

Entering 
patients’ room or 
providing direct 
care 

46,61 

Community 
Settings 

Anyone Maintain 
physical 
distance 
(N95, FFP 
respirators 
and cloth 
face masks 
can be used). 

Outdoors 46,61 

Maintain 
physical 
distance. No 
mask 
required 

Indoors 46,61  
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• Conceivable advancement of facial skin injuries, stinging dermatitis, 
or deepening acne, when utilized for several hours.  

• Masks perhaps uneasy to wear.  
• Erroneous understanding of protection, heading to potentially minor 

allegiance to well-acknowledged preventative criteria certain as 
hand hygiene and corporal distancing.  

• The hazard of droplet transmission and splashing to the eyes, 
whether mask-wearing is not integrated with eye safety.  

• Inconvenience for or complication wearing masks by particular 
susceptible communities certain as those including mental health 
illnesses, the deaf, developmental disabilities, rough of hearing so-
ciety, and children.  

• A complication of wearing them in warm and moist atmospheres.66 

4.10. Guidance on the use of masks for the general public 

WHO approves that individuals with any symptoms suggestive of 
COVID-19 should follow these guidelines 64,65:  

• Wearing a medical mask, self-sequester, and look for the medical 
recommendation as early as they begin to feel sick with possible 
symptoms of COVID-19, even if symptoms are mild. Symptoms 
include cough, fever, tiredness, loss of enthusiasm, muscle irritation, 
and shortness of breath. Other non-particular signs include bruise 
throat, diarrhoea, nasal congestion, headache, vomiting, nausea, 
losing of taste and odour foregoing the beginning of respiratory signs 
have further been reported.67,68  

• Senior people and immunosuppressed sufferers may have anomalous 
symptoms such as exhaustion, lowered alertness, lessened mobility, 
diarrhoea, delirium, loss of hunger, and lack of fever.69–71 It is sig-
nificant to report these initial symptoms for few people infected with 
COVID-19 may be very mild and indefinite.  

• One must follow instructions on how to wear, take off, and dispose of 
face masks and maintain hand hygiene.22 

• All additional conditions, particularly in respiratory hygiene, thor-
ough hand washing, and maintaining a social distance of at least 1 m 
from other people, are required.72 

In the circumstances of the COVID-19 pandemic, it is instructed that 
all individuals, nonetheless of whether they are utilizing face masks or 
not, should:  

• Avoid mass gatherings.  
• The physical distance of at least 1 m from another person should be 

followed, especially from the person with respiratory symptoms like 
gasping, coughing or sneezing. 

• Practice hand hygiene repeatedly uses an alcohol-based hand sani-
tiser or soap and water.  

• Use respiratory hygiene by covering the nose and mouth with a bent 
elbow or tissue paper when gasping or sneezing, after usage, discard 
the tissue instantly, and sanitize your hands with a sanitiser or soap 
and water.  

• One should refrain from constant touching of eyes, nose and mouth. 

4.11. Guidance on the use of medical masks for the care of COVID-19 
patients at home 

WHO delivers advice on how to look after patients with suspected 
COVID-19 at the household when looking after in a medical facility or 
other residential setting is not possible. Home care may be considered 
when isolation in non-traditional settings is unavailable or unsafe. 
Specific guidance for the use of medical mask at-home care is:73  

• Always wear a mask and at least once a day changes the mask and use 
the fresh and dry mask. 

• Individuals who cannot tolerate a medical mask must maintain res-
piratory hygiene and practice hand hygiene frequently.  

• Always wear a mask when present in the same room as the infected 
person. 

4.12. Probable advantages of using masks22,73 

The potential benefits of the usage of masks by a healthy person:  

• It helps in reducing the risk of exposure to infection from infected 
individuals before they develop any symptoms.  

• Minimized probable stigmatization of people wearing masks to 
prohibit infecting others or of people looking after the COVID-19 
patients in non-clinical environments.  

• Make people realize that they can play a part in contributing to 
stopping the spread of the virus.  

• Making people be responsible citizens by practising hand hygiene, 
not touching nose and mouth. 

• It also provides social and economic privileges. Amidst the world-
wide deficiency of PPE and surgical masks, urging the public to 
generate their cloth masks can emphasize personal business and 
public integration. Additionally, the output of non-medical masks 
may extend an origin of earnings for those who elect to develop 
masks among their societies. 

• Fabric masks can further be a kind of cultural representation, moti-
vating the public to an acknowledgement of safety regulations in 
general. The protected reuse of fabric masks will furthermore lessen 
waste, prices, and contribute to sustainability. 

4.13. Mask Management73 

For several types of masks, relevant usage and dumping are neces-
sary to assure that they are beneficial and to ignore any upgrade in 
transmission. 

WHO (World Health Organization) recommends the subsequent 
guidance on the appropriate usage of masks, derived from best pro-
cedures in health care settings22,73:  

• Before wearing the mask, always ensure hand hygiene.  
• Avoid contacting the mask while wearing it.  
• Wear the mask cautiously assuring it coats the nose or mouth, adjust 

to the nose, and wrap it securely to reduce any gaps between the face 
and the mask.  

• Discard the mask using a reasonable technique.  
• While removing the mask, do not touch the front part of the mask and 

remove it from the back.  
• After disposal or a used mask is inadvertently touched, immediately 

clean hands with an alcohol-based sanitiser, or soap and water.  
• Don’t reuse again single-used masks.  
• Replace the mask as early as it becomes damp with a new clean, dry 

mask.  
• Abandon the single-use masks after each use and dispose of them 

carefully. 

5. Conclusion 

Covid-19 has created a huge impact on economic, educational, 
psychological, and people’s livelihood worldwide. Regulating SARS- 
CoV-2 transmission at the source by a face mask is a well-established 
strategy. Medical mask and N95 mask shortages have become major 
problems all over the world. Homemade cloth or fabric masks, however, 
were highly recommended by researchers as a way to reduce COVID-19 
transmission. As per reports, there are no proven vaccines or specific 
treatments available which show cent percent efficacy to prevent this 
pandemic yet. Though the work has been going on vaccination by In-
ternational research organizations and they developed several vaccines 
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to date but nothing provides the hundred percent effectiveness against 
COVID-19. Until then, it is recommended that every individual should 
wear face masks in community places and maintain other protective 
measures. Everyone as a responsible citizen must follow the guidelines 
and instructions recommended by WHO and the Government to combat 
the pandemic situation. 

The general public can use cloth masks especially cloth mask 1 as an 
alternative to medical and surgical masks in case they are not available. 
Till now, the three-layered cloth mask 1 provides the best filtering 
technique. Besides this people can also use the KN95 mask as an alter-
native to the N95 mask because it also provides similar effectiveness as 
N95 masks. 

It is recommended for people to wear a mask whenever possible to 
prevent themselves from the coronavirus outbreak. 
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ABSTRACT
Copper and Copper oxide nanoparticles have garnered a lot of attention among the metal oxide
nanoparticles, especially because of their many characteristics and applications in many
disciplines, notably nanomedicine and biomedical sciences. We have covered all of the
conceivable green production techniques of copper/copper oxide nanoparticles in this review.
This manuscript also diagrammatically depicts the exact mechanism of all conceivable
biosynthetic routes. We also look at the antibacterial, antifungal, antiviral, and anticancer
properties of biosynthesized copper/copper oxide nanoparticles, as well as their effects on plant
growth, nutrition, and defense mechanism.

Abbreviations: Cu/CuO NPs: Copper/Copper Oxide nanoparticles; DLS: Dynamic Light Scattering;
EDS: Energy Dispersive X-ray Spectroscopy; EDX: Energy dispersive X-Ray; FFT: Fast Fourier
transform; FTIR: Fourier transform infrared spectroscopy; HR-TEM: High-resolution transmission
electron microscopy, HeLa: Henrietta Lacks; IR: infrared; LSV: Linear sweep voltammetry; NTA:
Nanoparticle tracking analysis; PPE: Personal protective equipment; PSA: Particle size analyzer;
SEM: Scanning electron microscope; SPR: Surface plasmon resonance; TEM: Transmission
electron microscopy; VEGF: Vascular endothelial growth factor; XRD: X-ray diffraction.
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1. Introduction

In the sphere of research, nanotechnology is a relatively
new approach. This technology is now widely used (1) in
diversified fields. The smaller dimension of nanomater-
ials, ranges from 1–100 nanometers (nm) (1), alters
their physicochemical properties like shape, size, and
chemical composition. In the twenty-first century, a
more in-depth investigation of metallic NPs was
carried out by several researchers (2).

Bionanotechnology is a rapidly growing field of nano-
technology in which bio-organisms are extensively used

to synthesize nanomaterials and the synthesized nanoma-
terials are simultaneously used to improve the quality of
life of the organisms (2). Biological synthesis uses the bio-
logical principle of oxidation and reduction by microbial
enzymesor plant phytochemicals (3). In recent times phys-
ical and chemical methods are mainly used for the syn-
thesis of inorganic NPs (2). Both physical and chemical
methods have some disadvantages like low-productivity,
non-eco-friendly, toxic, and capital intensive. For these
reasons, biological synthesis is trying to replace the chemi-
cal methods of producing NPs (4–23).
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Numerous reports and studies have demonstrated
that this green synthesis process has already manufac-
tured a large number of metal/metal oxide nanoparticles
such as silver (Ag), gold (Au), selenium (Se), platinum
(Pt), zinc oxide (ZnO) and iron oxide (Fe2O3), graphene
oxide etc. (4–22). Additionally, those studies reported
that several metal nanoparticles have a variety of bio-
logical and biochemical activities, but CuNPs have
recently gained attention. Copper plays a variety of
roles in humans, including serving as a cofactor for
numerous enzymes involved in neuropeptide pro-
duction, cell signaling pathway regulation, antioxidant
defence, and immune cell function (24, 25). Copper is
needed by plants for a variety of metabolic and physico-
chemical processes. It’s one of the most crucial trace
elements for plant growth (26). It is present in both
humans and plants in a very small amount and helps
to regulate different metabolic and biological activities
as it acts as cofactors for different enzymes. It is respon-
sible for the normal functioning of different essential
proteins/enzymes such as amino oxidase, cytochrome
c oxidase, and plastocyanin since it is a cofactor for mul-
tiple enzymes (27, 28). Copper oxide, on the other hand,
has antimicrobial, antibacterial, antifungal, antimicro-
bial, antifungal, magnetic phase change, gas sensing,
biocidal, superconductive, catalytic, and optical proper-
ties (29). CuO has a bandgap of 1.7 eV and is a p-type
semiconductor. The application of biologically syn-
thesized copper nanoparticles (CuNPs) was found to
be a promising bioactive agent in this context.

CuONPs are made by different physicochemical
methods like sol–gel technique (30), sonochemical (31),
electrochemical method (32), microwave irradiations
(33), solid-state reaction method (34), alkoxide based
route (35) etc. Likewise, these nanoparticles are also gen-
erated by the algal, fungal, plant and other biosynthesis
routes. In this review, we have focused on almost all the
biosynthetic routes of CuNPs/CuONPs. The detailed
mechanism of all the possible biosynthetic routes is dia-
grammatically represented in this manuscript. On the
other hand, high catalytic and chemical reactivity,
large surface area, and ability to interact with microbe’s
cells are some of the attributes of CuNPs/CuONPs which
enables their application in different fields like agricul-
tural, biomedical, textile, and environmental sectors
(36). Our review also focuses on the potential appli-
cations of biosynthesized CuNPs/CuONPs.

2. Green synthesis of nanoparticles

Green synthesis can be defined as the derivation of
materials from green or eco-friendly resources by the
use of solvent, good reducing agent, and harmless

material for stabilization (37). Additionally, this synthesis
route is straightforward, cost-effective, dependable, sus-
tainable, and relatively repeatable, and results in more
stable compounds. Thus, researchers have expressed
an interest in developing a variety of nanomaterials via
this biosynthesis route, including metal/metal oxide
nanoparticles, hybrid materials, and bioinspired
materials. As a result, green synthesis is widely regarded
as a necessary tool for mitigating the negative conse-
quences of conventional nanoparticle synthesis
methods used in laboratories and industries (38). In
that context, traditional nanoparticle producing tech-
niques like chemical and physical synthesis are found
to be costly, hazardous, and unfriendly to the environ-
ment (39). Not only that chemical synthesis of nano-pro-
duction may sometime affect biological activities by
some factors like size distribution, morphology, surface
charge, surface chemistry, capping agents, etc. (40, 41).
To avoid the harmful effect, researchers have discovered
the precise green pathways, or naturally occurring
sources and their products, that may be utilized to syn-
thesize nanoparticles, to address these issues. To circum-
vent these negative consequences, researchers have
identified the precise green pathways, or naturally
occurring sources and their products, that can be
employed to manufacture nanoparticles.

Nanoparticle synthesis can be divided into two cat-
egories (Figure 1): (i) Top down method and (ii)
bottom up method. The physical route of nanoparticle
synthesis is emphasized in the top down method,
whereas the chemical and biological methods are
emphasized in the bottom up method.

Physical synthesis route consists of pulsed laser abla-
tion, arc discharge, spray pyrolysis, ball milling, vapor
and gas phase, pulsed wire dischare, lithography etc.
On the other hand, chemical synthesis route consists
of chemical reduction, sonochemical, micoemulsion,
photochemical, electrochemical, pyrolysis, microwave,
solvothermal, coprecipitation etc.

Additionally, green nanoparticle synthesis can be
divided into the following categories (Figure 1):

(a) Phyto routes like utilization of plants and plant
extracts

(b) Microbial routes like the utilization of microorgan-
isms such as fungi, yeasts (eukaryotes), bacteria,
and actinomycetes

(c) Bio-template routes like the utilization of mem-
branes, viruses, and diatoms as templates

Both extracellular and intracellular biological
approaches have been employed to synthesize nanopar-
ticles. Although the precise method for the creation of
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nanoparticles utilizing biological agents has yet to be
discovered, it is suggested that distinct biomolecules
are involved for nanoparticle synthesis. Furthermore,
the methods for intracellular and extracellular nanopar-
ticle formation differ, and it appears that the cell wall of
microorganisms plays a key role in intracellular nanopar-
ticle synthesis whereas extracellular enzymes play a key
role in extracellular nanoparticle synthesis. Extracellular
nanoparticle synthesis has surpassed intracellular nano-
particle synthesis in popularity due to its faster pro-
duction rate and simpler synthesis procedure (42).

2.1. Probable mechanism of biosynthesis of Cu/
CuO-NPs

Cu ions come in a variety of oxidation values, including
Cu(I), Cu(II), and a few Cu(III) ions. In terms of plant
extract, fungal extract, algal extract, bacterial extract,
precursor concentration, pH, and temperature, the syn-
thesis technique reported for CuO, Cu2O, and Cu4O3 is
the same to date. These variables, however, have the
greatest impact on the type of Cu particles generated
during green synthesis (43). During the green synthesis,
the biomolecules present in the sample extract reduce
the Cu2+ ion to Cu0 state and simultaneously oxidize it
to form CuO nanoparticles. Certain biomolecules found

in the sample extract serve as a capping agent and
also aid in the stabilization of the produced nanoparti-
cles (43).

2.2. Green synthesis of Cu/CuO-NPs by plant
extracts

The environmentally accepted ‘green chemistry’ idea
has been applied to the biosynthesis of nanoparticles
for the creation of clean and environmentally friendly
nanoparticles, which incorporates bacteria, fungi,
plants, actinomycetes, and other organisms, and is
referred to as ‘green synthesis’. Biosynthesis of nanopar-
ticles utilizing the organisms mentioned above exem-
plifies a green alternative for the creation of
nanoparticles with novel characteristics. Unicellular and
multicellular organisms are permitted to respond in
these syntheses.

Plants are renowned as nature’s chemical factories
since they are low-cost and low maintenance. Because
extremely minute quantities of these heavy metals are
hazardous even at very low concentrations, plants
have shown exceptional potential in heavy metal detox-
ification as well as accumulation, through which
environmental contaminants may be overcome (44–
50). Nanoparticle synthesis using plant extract has
benefits over other biological synthesis methods, such
as microorganisms, because the rate of metal nanoparti-
cle synthesis with the help of plant extract is more per-
sistent (51), significantly faster (52, 53), and extremely
mono-dispersive (54) in respect to other biological
methods (55). The main challenges for using microor-
ganisms include the toxicity of certain bacteria, the iso-
lation procedure of microorganisms, and the tedious
incubation procedure which make them unsuitable for
many researchers. Plant extracts are therefore a remark-
able source of synthesis of metal and metal oxide nano-
particles (55–57). Additionally, the reaction kinetics of
plant-assisted nanoparticle synthesis is much faster
than other biosynthetic methods that are comparable
to chemical nanoparticle production. Plant components
such as fruit, leaf, stem, and root have been frequently
employed for the green route of nanoparticle pro-
duction due to the high-quality phytochemicals they
generate.

Here, for the mentioned reason, Copper oxide nano-
particles have been widely synthesized using various
plant extracts (58–60). In this plant-based manufacturing
process, the metal salt is mixed with the plant extracts,
and the reaction takes 1–3 h to complete at room temp-
erature (Figure 2). Plant extracts include a variety of bio-
active metabolites, including flavonoids, phenols,
proteins, terpenoids, and tannins, which serve as

Figure 1. Various routes of nanoparticles synthesis (Created
with BioRender.com).
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reducing and stabilizing agents, transforming metallic
ions into nanoparticles (38, 44, 61). The plant extract pro-
duces electrons, which cause copper salts to get
reduced. Copper oxide nanoparticles are formed when
phytochemicals react with copper ions, resulting in
reduction. Table 1 summarizes the major contributions
of biomediated synthesis of copper oxide nanoparticles
using various plants.

2.3. Green synthesis of Cu/CuO-NPs by using
bacteria

Bacteria have been used to make a variety of nanoparti-
cles in recent years, including copper oxide nanoparti-
cles (127). Different materials with fascinating shapes
and nanoscale dimensions have been produced using
bacteria via an intracellular or extracellular route
(Figure 3). Bacteria have a great potential for nanoparti-
cles production. They offer benefits such as a short gen-
eration period, ease of culture, benign experimental
conditions, excellent stability, extracellular nanoparticle
synthesis, and ease of genetic modification (37). It is
known that when microorganisms are maintained in a
hazardous metal environment, they develop a method
to live by converting poisonous metal ions into non-
toxic forms such as metal sulfide/oxides. It has been

well established that when bacteria are introduced to
an environment containing high levels of hazardous
metals, they can survive by converting harmful metal
ions to non-toxic metal oxides (128–131). Bacteria have
been shown to generate a variety of essential thiol-con-
taining chemicals in response to oxidative stress. These
molecules function as a capping agent in the bacterially
driven production of nanoparticles, preventing metal
oxide nanoparticles from oxidizing (128, 132, 133). The
mechanism behind the nanoscale change isn’t fully
understood to date. Nanoparticle production also
requires moderate experimental parameters such as
pH, temperature, simple downstream processing, and a
short creation period (134). Some of the contributions
of biomediated synthesis of copper oxide nanoparticles
using different bacteria are shown in Table 2.

2.4. Green synthesis of Cu/CuO-NPs by using
fungi

Various fungal species have been utilized to synthesize
copper oxide and other metal nanoparticles in recent
years (127). Fungi, as compared to other microbes,
have a lot of potential for nanoparticle production. In
comparison to bacteria, fungi tolerate agitation, flow
pressure, and other conditions in the bioreactor or any

Figure 2. Graphical representation of biomediated synthesis of copper oxide nanoparticles using plant extract (Created with
BioRender.com).
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Table 1. Biosynthesis of Cu/CuO nanoparticles by different plants.
Sl.
No. Plants/ plant extract Precursor Part used

Size of NPs
(in nm)

Shape / structure /
morphology Characterization techniques used Reference

1. Carica papaya L. Copper Chloride (CuCl2) Leaves 20 (in avg.) Nearly spherical and Crystalline UV-Vis, XRD, FTIR, SEM, and TEM (62)
2. Citrus medica L. Copper (II) Sulfate Pentahydrate (Cu

SO4.5H2O)
Fruit 20 (in avg.) Crystalline UV-Vis, NTA and XRD (63)

3. Euphorbia esula L. Copper Sulfate (CuSO4) Leaves 20–110 Spherical UV-Visible spectroscopy, XRD, FTIR (64)
4. Pistacia sp. Cupric Chloride Dihydrate Leaves 9 (in avg.) Crystallized nanowires with 10

nm diameter
XRD, FTIR and SEM (65)

5. Nerium oleander L. Copper Sulfate (CuSO4) Leaves 21 Spherical UV-Vis and FTIR (66, 67)
6. Syzygium aromaticum (L.) Merr. &

L.M.Perry
Copper Sulfate (CuSO4) Flower 14–50 Spherical and granular nature UV-visible spectroscopy, XRD, TEM and

SEM
(66, 68)

7. Ocimum sanctum L. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 77 (in avg.) Spherical XRD and FTIR (66)

8. Ocimum tenuiflorum L. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 72 Hexagonal wurtzite crystal
structure

UV-visible spectroscopy, XRD, FTIR, SEM
and EDAX

(66)

9. Citrus limon (L.) Osbeck Copper Chloride (CuCl2) Fruits 60–100 Nearly spherical UV-Vis, FTIR, XRD, SEM and TEM (69, 70)
10. Malva sylvestris L. Copper Chloride Dihydrate

(CuCl2.2H2O)
Leaves 14 (in avg.) Spherical XRD, FTIR and SEM (66)

11. Albizia lebbeck (L.) Benth. Copper Sulfate (CuSO4) Leaves 100 (in avg.) Roughly spherical UV-Vis, SEM, TEM, EDS and XRD (66)
12. Datura metel L. Copper (II) Sulfate Pentahydrate

(CuSO4.5H2O)
Leaves 15–20 Spherical UV-Vis, PSA, TEM, EDX and FTIR (71)

13. Magnolia kobus DC. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 37–110 Spherical UV-Vis, ICP, EDS, XPS, and HR-TEM (72)

14. Ginkgo biloba L. Cupric Chloride Dihydrate
(CuCl2.2H2O)

Leaves 15–20 Spherical UV-Vis, TEM, EDS, and FTIR (73)

15. Artabotrys odoratissimus R.Br. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 135 (in avg.) Spherical PSA (74)

16. Capparis zeylanica L. Copper Sulfate (CuSO4) Leaves 50–100 Cubical structure UV-Vis, FTIR, XRD, SEM, EDX and TEM (75)
17. Aloe vera (L.) Burm.f. Copper (II) Acetate Dihydrate (Cu

(CH3COOH) .2H2O)
Flowers 40 (in avg.) Spherical UV-Vis, FE-SEM, and FTIR (76)

18. Cinnamum sp. Copper Sulfate (CuSO4) Leaves, flowers
and roots

18.17-91.28 Spherical UV-Vis and DLS (77)

19. Inula helenium Copper Sulfate (CuSO4) Leaves, flowers
and roots

32.41 Spherical UV-Vis and DLS (77)

20. Matricaria chamomilla L. (Vernacular
name: Chamomile)

Copper Sulfate (CuSO4) Leaves, flowers
and roots

58.77 Spherical UV-Vis and DLS (77)

21. Urtica sp. Copper Sulfate (CuSO4) Leaves, flowers
and roots

6.5 Spherical UV-Vis and DLS (77)

22. Glycyrrhiza glabra L. Copper Sulfate (CuSO4) Leaves, flowers
and roots

28.21 Spherical UV-Vis and DLS (77)

23. Schizandra chinensis (Turcz.) Baill. Copper Sulfate (CuSO4) Leaves, flowers
and roots

32 Spherical UV-Vis and DLS (77)

24. Eucalyptus sp. Copper Sulfate (CuSO4) Leaves 38.62 (in avg.) Spherical UV-Vis, FTIR, XRD and SEM (78)
25. Zingiber officinale Roscoe Copper Sulfate (CuSO4) Rhizome 25–40 Spherical UV-Vis and XRD (79)
26. Eupatorium glandulosum Michx. Cupric Nitrate Leaves 55.91 (in avg.) Spherical UV-Vis, FTIR, PSA, TEM and AFM. (66)
27. Psidium guajava L. Cupric Chloride Dihydrate (Cu

Cl2.2H2O)
Leaves 13.13 ± 0.19 Spherical UV-Vis (66)

28. Glycine max (L.) Merr. Copper Sulfate (CuSO4) Seeds 20 (in avg.) Spherical UV-Vis, TEM and DLS (66)
29. Bacopa monnieri (L.) Wettst. Copper (II) Sulfate Pentahydrate

(CuSO4.5H2O)
Leaves 20–50 Spherical UV-Vis, FTIR and HR-TEM (80)

(Continued )

G
REEN

C
H
EM

ISTRY
LETTERS

A
N
D
REV

IEW
S

189



Table 1. Continued.
Sl.
No. Plants/ plant extract Precursor Part used

Size of NPs
(in nm)

Shape / structure /
morphology Characterization techniques used Reference

30. Ocimum basilicum L. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 40–60 Spherical UV-Vis, FTIR and HR-TEM (80)

31. Asparagus adscendens Roxb. Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 10–15 Spherical UV-Vis, FTIR and HR-TEM (80)

32. Withania somnifera (L.) Dunal Copper (II) Sulfate Pentahydrate
(CuSO4.5H2O)

Leaves 50–60 Spherical UV-Vis, FTIR and HR-TEM (80)

33. Phyllanthus emblica L. Copper Sulfate (CuSO4) Fruits 15–30 Spherical UV-Vis, FTIR, XRD, SEM, EDAX
34. Sterculia urens Roxb. (Vernacular name:

Gum karaya)
Cupric Chloride Dihydrate Gum 4.8 ± l.6 Spherical XRD, FTIR, TEM, SEM and XPS (66)

35. Gymnema sylvestre (Retz.) R.Br. ex Sm. Copper Sulfate (CuSO4) Leaves 65–302 Spherical UV-Vis, FTIR and SEM (81)
36. Ixora coccinea L. Copper Sulfate (CuSO4) Leaves 80–110 Spherical XRD, FTIR, SEM, TEM, (82)
37. Moringa oleifera Lam. Copper Sulfate (CuSO4) Leaves 6–61 Spherical XRD, FTIR, SEM, TEM, (83)
38. Tridax procumbens (L.) L. Copper Sulfate (CuSO4) Leaves 16 (in avg.) Spherical UV-Vis, XRD, FTIR, SEM, TEM (84)
39. Camellia sinensis (L.) Kuntze Copper Sulfate (CuSO4) Leaves 50–100 Spherical UV-Vis, FTIR, XRD, SEM, (85)
40. Juglans regia L. Copper Sulfate (CuSO4) Leaves 80 (in avg.) Spherical UV-Vis, FTIR, XRD, SEM, (86)
41. Acalypha indica L. Copper Sulfate (CuSO4) Leaves 26–30 Spherical UV-Vis, FTIR, XRD, SEM, EDX, and TEM (87)
42. Punica granatum L. Copper Aacetate Monohydrate [Cu

(CH3COO)2.H2O]
Peel extract 40 (in avg.) Spherical UV-Vis, XRD, FTIR, SEM (88)

43. Musa acuminata Colla Copper Nitrate Trihydrate Solution (Cu
(NO3)2.3H2O)

Peel extract 60 (in avg.) Spherical XRD, EDX, FE-SEM, FTIR (89)

44. Cordia sebestena L. Copper (II) Nitrate Trihydrate Solution
(Cu(NO3)2.3H2O)

Flowers 20–40 Spherical FESEM-EDX, XRD, FTIR, SEM, TEM (90)

45. Hibiscus rosa-sinensis L. Copper Acetate Solution (Cu
(CH3COO)2.H2O)

Flowers 26.54 Spherical UV-Vis, XRD, FTIR, and SEM (91)

46. Caesalpinia pulcherrima (L.) Sw. Copper (II) Nitrate (Cu(NO3)2.XH2O) Flowers 20 (in avg.) Spherical UV-Vis, FTIR, XRD, EDAX and SEM. (92)
47. Rheum palmatum L. Copper Chloride (CuCl2) Roots 30 (in avg.) Spherical UV-Vis, EDX, XRD, FTIR, SEM, TEM (93)
48. Desmodium gangeticum (L.) DC. Copper Sulfate (CuSO4) Roots 12 (in avg.) Spherical UV-Vis, TGA, XRD, FTIR, TEM, and SEM (94)
49. Phaseolus vulgaris L. Copper Sulfate (CuSO4) Whole plant 26.6 (in avg.) Spherical XRD, Raman, FTIR, TEM, XPS, DLS, SEM,

SAED, and EDX
(95)

50. Coffea arabica L. Copper Sulfate (CuSO4) Whole plant 262 (in avg.) Crystalline UV-Vis, FTIR, XRD, SEM (96)
51. Quercus sp. Copper Sulfate (CuSO4) Whole plant 20–30 Quasi-spherical FE-SEM, XRD, FTIR (97)
52. Ziziphus mauritiana Lam. Copper Sulfate (CuSO4) Whole plant 20–45 Spherical XRD, SEM, EDX, TEM (81)
53. Ferulago angulata (Schltdl.) Boiss. Copper (II) Acetate Monohydrate (Cu

(CH3COO)2.H2O)
Whole plant 44 (in avg.) Spherical XRD, SEM, EDX, TEM (98)

54. Gloriosa superba L. Copper Sulfate (CuSO4) Whole plant 5–10 Spherical XRD, SEM, EDX, TEM (99)
55. Syzygium alternifolium (Wight) Walp. Copper Sulfate (CuSO4) Bark 17.2 (in avg.) Spherical UV-Vis, XRD, FTIR, DLS, Zeta, TEM (100)
56. Zea mays L. Copper Sulfate (CuSO4) Dry husk 36–73 Spherical XRD, HR-TEM, EDX, FTIR (101)
57. Caesalpinia bonducella (L.) Fleming Copper Sulfate (CuSO4) Seeds 13.07 (in avg.) Spherical UV-Vis, XRD, FTIR, and SEM (102)
58. Vitis vinifera L. (Vernacular name:

Erzincan Cumin)
Copper Sulfate (CuSO4) Fruits 25–50 Uniform spherical UV-Vis, FTIR, XRD and SEM (103)

59. Cedrus deodara (Roxb. ex D.Don) G.Don Copper Sulfate (CuSO4) Aqueous extract 16 Spherical FTIR, UV-Vis, XRD, TEM (104)
60. Abutilon indicum (L.) Sweet Copper (II) Nitrate Trihydrate (Cu

(NO3)2.3H2O)
Leaves 16.78 Spherical XRD, EDX, UV-Vis, SEM (105)

61. Aloe barbadensis Mill. Copper Sulfate (CuSO4) Leaves 20 (in avg.) Spherical UV-Vis, SEM, TEM, XRD, FTIR (106)
62. Ficus religiosa L. Copper Sulfate (CuSO4.5H2O) Leaves 577 (in avg.) Spherical FE-SEM, UV-Vis, XRD, FTIR, DLS (107)
63. Phoenix dactylifera L. Copper Sulfate (CuSO4) Leaves 20–28 Spherical UV-Vis, FTIR, XRD, SEM, and EDAX (108)
64. Centella asiatica (L.) Urb. Copper Chloride (CuCl2.2H2O) Leaves 5 (in avg.) Spherical UV-Vis, IR, EDX (109)
65. Azadirachta indica A.Juss. Copper Chloride (CuCl2·2H2O) Leaves 38 (in avg.) Spherical UV-Vis, FTIR, XRD, SEM, EDX, DLS and

TEM
(110)

(Continued )
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Table 1. Continued.
Sl.
No. Plants/ plant extract Precursor Part used

Size of NPs
(in nm)

Shape / structure /
morphology Characterization techniques used Reference

66. Drypetes sepiaria (Wight & Arn.) Pax &
K.Hoffm.

Cupper Nitrate (Cu(NO3)2.3H2O) Leaves 298 (in avg.) Spherical UV-Vis, IR, XRD, and TEM, FTIR (111)

67. Enicostemma littorale Blume Copper Sulfate (CuSO4) Leaves 30 (in avg.) Spherical UV-Vis, IR, XRD, and TEM, FTIR (112)
68. Cordia myxa L. Copper Sulfate (CuSO4.5H2O) Leaves 20–106 Spherical XRD, TEM, FTIR (113)
69. Arachis hypogaea L. Copper (II) Aetate Monohydrate Leaves 30–50 Spherical UV-Vis, XRD, FTIR, and SEM (114)
70. Leucaena leucocephala (Lam.) de Wit Copper Acetate Monohydrate (Cu

(CH3COO)2.H2O)
Leaves 10–15 Spherical UV-Vis, XRD, FTIR, and SEM, BET (115)

71. Piper betle L. Copper Sulfate (CuSO4) Leaves 50–100 Spherical XRD, SEM, EDX, TEM (116)
72. Tabernaemontana divaricata (L.) R.Br. ex

Roem. & Schult.
Copper Sulfate (CuSO4) Leaves 48 (in avg.) Spherical UV-Vis, FTIR, XRD, EDAX, TEM and SEM (117)

73. Ailanthus altissima (Mill.) Swingle Copper Sulfate (CuSO4) Leaves 20 (in avg.) Spherical UV-Vis, SEM, TEM, FTIR (118)
74. Saraca indica L. Copper Chloride (Cu Cl2.2H2O) Leaves 40–70 Spherical UV-Vis, XRD, EDX, FTIR, XPS, SEM, HR-

TEM, TEM and SAED
(119)

75. Spinacia oleracea L. Copper Sulfate (CuSO4.5H2O) Leaves 1–12 Spherical XRD, TEM (120)
76. Eclipta prostrata (L.) L. Copper acetate Leaves 23–57 Spherical UV-Vis, FTIR, XRD, SEM, HR-TEM, EDS (121)
77. Cassia auriculata L. Copper Sulfate (CuSO4) Leaves 23 (in avg.) Spherical FTIR, UV-Vis, XRD, TEM, DLS (122)
78. Solanum lycopersicum L. Copper Sulfate (CuSO4.5H2O) Leaves 20–40 Spherical UV-Vis, FTIR, FE-SEM, HR-TEM, XRD, DLS (123)
79. Populus ciliata Wall. ex Royle Copper Nitrate Hexahydrate (Cu

(NO3)3.6H2O)
Leaves 50–60 Spherical FTIR, UV-Vis, EDX, SEM, XRD, TEM (124)

80. Bauhinia tomentosa L. Copper Sulfate (CuSO4) Leaves 22–40 Spherical UV-Vis, XRD, TEM, EDX, FTIR (81)
81. Alternanthera sessilis (L.) R.Br. ex DC. Copper Sulfate (CuSO4) Leaves 22.6-25.2 Spherical SEM- EDAX, FTIR, XPS (81)
82. Citrofortunella microcarpa (Bunge)

Wijnands
Copper Sulfate (CuSO4) Leaves 54–68 Spherical UV-Vis, FTIR, XRD, SEM and EDS (125)

83. Olea europaea L. Copper Sulfate (CuSO4) Leaves 20–50 Spherical UV-Vis, FTIR, XRD, TEM, and SEM (125)
84. Adiantum lunulatum Burm. f. Copper Sulfate (CuSO4) Whole Plant 1–20 Quasi-spherical UV-Vis, DLS, Zeta Potential, FTIR, XRD,

TEM and EDX
(54)

85. Sida acuta Burm.f. Copper Sulfate (CuSO4) Leaves 50 Crystalline SEM,TEM, FTIR,Single beam
spectroscopy,UV-vis

(126)
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other growth chamber. For the biogenic production of
nanoparticles, cell-free extracts of microorganisms, func-
tion as reducing, catalytic, or capping agents (127). Tri-
choderma species produce a wide range of bioactive
metabolites, including pyrones, polyketides, terpenes,
diketopiperazine, glycolipids, and a large number of
reductive enzymes that aid in the production of not
just CuO nanoparticles but also Ag and ZnO nanoparti-
cles (152–154). Fungi use both internal and external
routes to create various nanoparticles. The size of nano-
particles produced inside fungal species may be smaller
than those produced by the extracellular pathway, with
superior dispersity and dimensions. (155). Nanoparticle
fabrication via the extracellular route provides several
advantages. The nanoparticles created might be
devoid of cell components. The extracellular route of
fungus has mostly been used to synthesize nanoparti-
cles because fungi secrete several types of metabolites
that function as reducing and stabilizing agents for
nanoparticle formation (154). Metal oxide nanoparticles,
particularly copper oxide nanoparticles, have been syn-
thesized using several fungus strains.

So, in this endeavor, several different species of
fungus were studied, and it was discovered that fungi
are excellent candidates since they release huge
amounts of enzymes and are easier to work within the
laboratory. Penicillium aurantiogriseum, Penicillium citri-
num, and Penicillium waksmanii all produce CuNPs extra-
cellularly (156). Majumder (157) described the
production of CuNPs from Fusarium oxysporum at

room temperature, which was then screened for
copper extraction from integrated circuits and produced
in nano form. Dead biomass of Hypocrea lixii recovered
from the metal mine was used to manufacture spherical
CuNPs with an average size of 24.5 nm, and an infrared
spectroscopy investigation was conducted, they discov-
ered that amide groups in proteins were responsible for
the CuNPs stability and capping agents (158). Some of
the contributions of biomediated synthesis of copper
oxide nanoparticles using different fungi are shown in
Table 3 (Figure 4).

2.5. Green synthesis of Cu/CuO-NPs by using
algae

Algal members have gained importance in the synthesis
of CuONPs when these nanoparticles with sizes ranging
from 5 to 45 and 6 to 7.8 nm have been effectively pro-
duced by utilizing a boiling aqueous extract from the
brown algae Bifurcaria bifurcata (170) and Cystoseira tri-
nodis (171) respectively. Ramaswamy et al. (172) also
employed an aqueous extract from brown seaweed (Sar-
gassum polycystum) to make CuONPs. An autoclaved
aqueous extract from the green microalgae Botryococcus
braunii generated CuONPs with sizes ranging from 2–
10 nm (173). Alternatively, Bhattacharya et al. (174)
used a slightly different technique, heating the extract
at 50°C rather than boiling it, to get an aqueous
extract from the microalgae, Anabaena cylindrica and

Figure 3. Graphical representation of biomediated synthesis of copper oxide nanoparticles using bacteria (Created with
BioRender.com).
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effectively able to generate CuONPs from that extract
with a particle size of 3.6 nm.

Thus, the numerous algal members responsible for
the reduction and stabilization process using copper as
a promotor, as well as their diverse organic components,
have yet to be identified in detail (Figure 5). As a result,
it’s vital to focus research on the usage of biomolecules
in green synthesis on CuONPs to expand their biological
applications. These are listed in Table 4.

3. Characterization of CU/CUONPs

To establish the demand for the generation of nanopar-
ticles one researcher should go through a series of
characterization. After the synthesis of NPs, the crystal
structure and chemical composition are the initial
stage in the characterization process (177). The size
and morphology of the Cu/CuONPs were investigated

using scanning electron microscopy, transmission elec-
tron microscopy, dynamic light scattering, particle analy-
zers, and field emission scanning electron microscopy,
while UV–visible spectroscopy, X-ray diffraction, Fourier
transform infrared spectroscopy, surface plasmon reson-
ance, and energy-dispersive X-ray spectroscopy were
used to analyze the elemental chemical compositions
of Cu/CuONPs (Figure 6) (178).

4. Applications of copper nanoparticles
(CUNPs)

CuNPs have diverse scientific applications. They are very
effective against different pathogenic microbes. A high
concentration of CuNPs generates reactive oxygen
species in bacterial cells which eventually cause cell
lysis. Moreover, CuNPs have exhibited anticancer and
antifungal activities. Due to their antimicrobial activity,

Table 2. Biosynthesis of Cu/CuO nanoparticles by bacteria.

Sl
No. Bacterial Culture

Gram
Nature Precursor

Mode of
Synthesis

Size of
NPs (in
nm)

Shape /
Structure /
Morphology

Characterization
techniques used Reference

1. Escherichia coli (Migula)
Castellani and Chalmers

Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 100–
150

Quasi-spherical TEM, SEM, XRD, FTIR (135–137)

2. Mycobacterium
psychrotolerans Trujillo
and Morganella morganii
RP42 Winslow

Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 15–20 Quasi-spherical
cubic

SPR, FFT, UV-Vis, XPS,
HR-TEM, LSV

(138)

3. Pseudomonas fluorescens
Migula

Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 20–80 Spherical and
hexagonal

TEM, SEM, EDS, UV-Vis,
SPR

(139)

4. Pseudomonas stutzeri
(Lehmann and Neumann)
Sijderius

Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 8–15 FCC, spherical TEM, SEM, EDS, UV-Vis,
SPR

(140)

5. Pseudomonas stutzeri
(Lehmann and Neumann)
Sijderius

Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 50–150 FCC, cubic TEM, SEM, EDS, UV-Vis,
SPR

(141)

6. Serratia sp. Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 10–30 Polydisperse TEM, SEM, EDS, UV-Vis,
SPR, EDX analysis

(142)

7. Streptomyces sp. Gram-
negative

Copper Sulfate
(CuSO4)

Extracellular 100–
150

Spherical TEM, SEM, EDS, UV-Vis,
SPR, EDX analysis

(143)

8. Streptomyces cyaneus
(Krassilnikov) Waksman

Gram-
positive

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 29.8 Spherical UV-Vis, DLS, FTIR, TEM,
XRD

(136, 144)

9. Shewanella loihica PV-4 Gram-
negative

Copper (II) chloride
dihydrate (CuCl2
·2H2O)

Extracellular 6–20 FCC, cubic TEM, EDX, XRD, XPS (145)

10. Salmonella typhimurium Gram-
negative

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 49 Spherical UV-Vis, DLS, SEM (146)

11. Bacillus cereus Gram-
positive

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 11–33 Spherical UV-Vis, DLS, Zeta, FTIR,
EDX, SEM, TEM, AFM,
XRD

(147)

12. Streptomyces sp. MHM38 Gram-
positive

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 1.72–
13.49

Spherical UV-Vis, EDX, TEM, XRD (148)

13. Lactobacillus casei subsp.
casei

Gram-
positive

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 30–75 Spherical FTIR, XRD, FESEM, TEM (149)

14. Morganella sp. Gram-
negative

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 15–20 Spherical UV-Vis, TEM, HR-TEM,
XPS

(150)

15. Actinomycetes Gram-
positive
mycelial

Copper (II) sulfate
pentahydrate
(CuSO4 ·5H2O)

Extracellular 61.7 Spherical UV-Vis, DLS, Zeta, FTIR,
EDX, SEM, TEM, XRD

(151)
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it is also used for food preservation and agricultural field
to draw protection against different pathogenic fungi
and bacteria (179). Copper-based nano fertilizer and
nano-insecticides promote growth and nutrients in
crop plants. Copper-based bioremediation plays a
pivotal role in waste-water treatment and removal of
heavy metals from soil. Copper is a good conductor of
electricity hence it is used as a super-conductor and
has a significant contribution to the modern electronic
field (180). In Figure 7, we have summarized the
different applications of CuNPs and also elaborate its
major application in the following context.

4.1. Antimicrobial activity

In the past few decades, metal and metal oxides nano-
particles are being used to treat different bacterial and
viral diseases. Nanoparticles based antibiotics and
other drugs gained a special attraction since it is less
toxic, eco-friendly and exhibited potential disease
curing activity. Several reports demonstrated that Cu
and CuONPs have tremendous antimicrobial activities
against different pathogenic microbes. High concen-
trations of CuNPs are toxic to the different bacterial
pathogens of both humans and plants (181). CuNP has

Table 3. Biosynthesis of Cu/CuO nanoparticles by fungi.

Sl.
No. Fungal Culture Precursor

Mode of
Synthesis

Size of
NPs (in
nm)

Shape / Structure /
Morphology

Characterization
techniques used Reference

1. Fusarium oxysporum
Schltdl.

Metallic copper Extracellular 93–115 – TEM, SEM, UV- Vis (157)

2. Hypocrea lixii Pat. Metallic copper Extracellular 24.5 (in
avg.)

Spherical TEM, SEM, UV-Vis (158)

3. (a) Penicillium
aurantiogriseum Dierckx

89–250 Spherical TEM, SEM, DLS, UV-Vis,
FTIR, AFM

(156, 159)

(b) Penicillium citrinum
Thom

Copper Sulfate (CuSO4) Extracellular 85–295 Spherical

(c) Penicillium waksmanii
K.W. Zaleski

79–179 Spherical

4. Stereum hirsutum (Willd.)
Pers.

Copper salts (CuSO4,

CuCl2)
Extracellular 4–5 monodispersed,

spherical
TEM, FTIR, XRD, and Zeta
Potential

(160)

5. Rhodotorula mucilaginosa
(A. Jörg.) F.C. Harrison

CuCl2 Extracellular 10.5 (in
avg.)

Spherical (158)

6. Aspergillus niger Tiegh. Copper Sulfate (CuSO4) Extracellular 5–100 Spherical TEM, SEM, DLS, UV-Vis,
FTIR

(161)

7. Trichoderma harzianum
Rifai

Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 5–18 Dense agglomerate
and spherical

TEM, SEM, DLS, UV-Vis,
XRD

(154)

8. Aspergillus flavus Link Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 20 (in
avg.)

Spherical TEM, UV-Vis, XRD, FTIR,
NTA

(162)

9. Trichoderma asperellum
Samuels, Lieckf. &
Nirenberg

Copper nitrate (Cu(NO3)
2. 3H2O)

Extracellular 110 (in
avg.)

Spherical FETEM, HR SEM (163)

10. Aspergillus fumigatus
Fresen.

Copper nitrate (Cu(NO3)
2. 3H2O)

Extracellular 8 (in
avg.)

Spherical UV-Vis, HRTEM, Zeta,
FTIR, XRD, EDX

(164)

11. Neurospora crassa Shear &
B.O. Dodge

Copper(II) chloride
(CuCl2)

Extracellular 10–20 Spherical TEM, SEM, FTIR, EDX, XRD (165)

12. Pestalotiopsis sp. Copper(II) chloride
(CuCl2)

Extracellular 10–20 Spherical TEM, SEM, FTIR, EDX, XRD (165)

13. Myrothecium gramineum
Lib.

Copper(II) chloride
(CuCl2)

Extracellular 10–20 Spherical TEM, SEM, FTIR, EDX, XRD (165)

14. Alternaria alternata (Fr.)
Keissl.

Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 60–80 Spherical TEM, EDX, XRF, SDD (166)

15. Botrytis cinerea Pers. Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 60–80 Spherical TEM, EDX, XRF, SDD (166)

16. Aspergillus oryzae (Ahlb.)
Cohn

Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 55 Spherical UV–Vis., TEM, DLS, XRD,
EDX, SEM and FT-IR

(81)

17. Aspergillus terreus (Ahlb.)
Cohn

Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 15.75 Spherical UV–Vis, FT-IR, XRD, TEM
and SEM

(167)

i. Penicillium chrysogenum
Thom

Copper (II) Sulfate
pentahydrate
(CuSO4·5H2O)

Extracellular 9.70 Spherical UV–Vis., XRD, FTIR, DLS,
EDX TEM, SEM

(168)

ii. Pleurotus ostreatus
(Kalchbr.) Pilát

Copper nitrate (Cu(NO3)
2. 3H2O)

Extracellular 10–190 Spherical UV–Vis, TEM, DLS, XRD,
XRD and FT-IR

(169)
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some unique features like small size, high surface area,
biocompatibility, high biological and chemical reactivity
which helps to kill bacterial cells efficiently. Bio fabri-
cated CuNPs possess antimicrobial activity against
both gram-positive and gram-negative pathogenic bac-
terial strains (182). Green synthesized Cu and CuONPs
exhibited potential antibacterial activity against Pseudo-
monas aeruginosa, Clostridium difficile, Staphylococcus
aureus and Escherichia coli (36, 81). The fabrication of
CuNPs using Gloriosa superba leaf extract showed inhi-
bition against gram-positive bacteria Staphylococcus
aureus and gram-negative bacteria Klebsiella aerogenes
(179). Green synthesized CuONP using Sida acuta leaf
extracts can be used commercially in the textile industry
as a potential antimicrobial agent. It was found that
S. acuta coated CuONPs can inhibit both Gram positive
and Gram negative bacteria when it was applied in the
cotton fabrics (126). Besides antibacterial activity, the
antiviral activity of green synthesized CuNP has also
been confirmed. Green synthesized CuNPs using clove
fruit extract can inhibit the Newcastle disease virus
(183). In the following table, we have listed the appli-
cation of CuNPs as an anti-microbial agent against
different microbes (Table 5).

When bacterial cells come in contact with CuNPs, it
develops toxicity inside the bacterial cell which leads
to several malfunctions and ultimately kills the cells.
Due to the small particle size of the CuNPs it can easily
take entry inside the bacterial cell through the cell mem-
brane. The carboxylic and amines group present in the
bacterial cell membrane helps to attract the Cu ions
efficiently. The toxicity of CuNPs greatly varies with the
size and shape of the particles. (192). CuNPs accumulates
reactive oxygen species which can disrupt the cell mem-
brane and provide direct cellular toxicity (185). Copper
has a great redox potential which can act as an electron
donor or acceptor by producing Cu ions. These ions are
very toxic for bacterial cells and accumulate superoxides
and hydroxyl radicals leading to oxidative stress. These
ROS generation can interfere with the cellular process
of bacteria like DNA replication, cell division and metab-
olism (36). CuNP mediated toxicity in bacterial cells pro-
motes degradation of mitochondria, ribosomes and
different proteins channels present in the bacterial cell
membrane. The exact mechanism of antimicrobial
activity is still under study. A probable antimicrobial
mechanism of CuNPs is presented in the following
diagram (Figure 8).

Figure 4. Graphical representation of biomediated synthesis of copper oxide nanoparticles using different fungi (Created with
BioRender.com).
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4.2. Antifungal activity and crop protection

In the current medical sector, the fungal disease has
become a severe health threat and many patients die
every year especially those with a poor immune
system. Though there are several antifungal drugs are
available in the market, but the development of drug
resistance is a severe threat. Several studies revealed
that CuNPs can be used as an antifungal agent since
they can inhibit several pathogenic fungi in both
humans and plants (193). However, more studies are
needed to ensure the exact antifungal mechanisms of
CuNPs and their future use as an antifungal agent.
Green synthesized CuNPs can control several pathogenic
fungal strains like Fusarium oxysporum Schltdl., Alternaria
solani (Ellis & G. Martin) L.R. Jones, Aspergillus niger
Tiegh., and Penicillium citrinum Thom (194). CuNPs

synthesized by using Chitosan exhibited antifungal
activity against tomato plant pathogen A. solani and
F. oxysporum (195). Chemically synthesized CuNPs are
highly effective against Candida albicans (C.P. Robin)
Berkhout and Aspergillus flavus Link (196). In another
report CuNPs exhibited antifungal activity against
some destructive crop pathogens like Alternaria alter-
nata (Fr.) Keissl., Curvularia lunata (Wakker) Boedijn
and Phoma destructiva Plowr. (197). Green synthesized
CuNPs using Syzygium alternifolium (Wight) Walp. are
known to have antifungal activity against some plant
pathogens. CuNPs can be used in the formulation of
nanofungicides. In a field study, it was found that Cu
based fungicides are more effective than other agro-
chemicals against tomato pathogen Phytophthora infes-
tans (Mont.) de Bary (198). Since CuNP has potential
antimicrobial and antifungal properties it could be

Figure 5. (a) Graphical representation of the preparation of the algal protein extract for the synthesis of copper oxide nanoparticles
using different algae (Created with BioRender.com) (b) Graphical representation of biomediated synthesis of copper oxide nanopar-
ticles using different algae protein extract (Created with BioRender.com).

Table 4. Biosynthesis of Cu/CuO nanoparticles by algae.
Sl
No. Algal extract Precursor

Size of NPs
(in nm)

Shape/ Structure /
Morphology

Characterization techniques
used Reference

i. Bifurcaria bifurcata R. Ross Copper Sulphate solution
(CuSO4.5H2O)

5–45 Crystallite UV-Vis, TEM, FTIR, XRD (170)

ii. Cystoseira trinodis (Forsskål)
C. Agardh

Copper Sulfate (CuSO4) 6–7.8 Crystallite TEM, SEM, XRD, FTIR, EDX,
Raman, UV-Vis

(171)

iii. Botryococcus braunii Kützing Copper Acetate Cu
(CH3COO)2

10–70 Cubical and Spherical UV-Vis, FTIR, SEM, X-Ray
Diffraction.

(173)

iv. Anabaena cylindrica
Lemmermann

Copper Sulphate solution
(CuSO4.5H2O)

3.6 (in avg.) Crystallite XRD, XPS, EDX (174)

v. Macrocystis pyrifera (L.) C.Ag. Copper Sulfate (CuSO4) 2–50 Spherical DLS, Zeta Potential, FTIR, TEM,
EDS

(175)

vi. Sargassum polycystum
C. Agardh

Aqueous copper – Spherical TEM, SEM, XRD, FTIR, EDX,
UV-Vis

(176)
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used in food preservation and food packaging as well.
High concentrations of copper provide direct toxicity
to several food spoilage microbes and fungi (81). Some
antifungal applications of CuNPs are listed below
(Table 6).

4.3. Anticancer activity

Currently, cancer is the most dangerous and common
disease which increases the mortality rate worldwide.
Till now no promising drugs are available in the
market to treat cancer. The most commonly used radio-
therapy and chemotherapy have tremendous side
effects and are also expensive processes. Several

studies are still under process to discover an alternative
nontoxic biological drug. In this regard, it was found that
the emergence of nanotechnology helps to treat
different types of cancer efficiently. Biologically syn-
thesized Cu and CuO nanoparticles exhibited promising
results when it tested against some human cancer cell
lines (Table 7) (201–207).

Green synthesized CuNPs using dry black beans can
inhibit the growth of human cervical carcinoma and
also showed cytotoxicity against HeLa cell line by produ-
cing ROS (204). The mechanism of CuNP mediated antic-
ancer activity includes oxidative stresses, accumulation
of ROS, chromosomal aberration, genetic material frag-
mentation, production of caspases, enhancement of

Figure 6. Characterization of synthesized copper oxide nanoparticles (CuONPs) (a) TEM images of CuONPs (b) XRD analysis of CuONPs
(c) UV-Visible Spectroscopic analysis of CuONPs (d) FTIR analysis of CuONPs (e) EDX analysis of CuONPs.
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intrinsic and extrinsic apoptotic pathways (Figure 9)
(192).

In a study, it was found that green synthesized
CuONPs can inhibit the growth of A549 adenocarcinomic
human alveolar epithelial cells. A high concentration of
CuONPs promotes cellular toxicity and DNA damage in
the A549 lung cells (208). In addition to this, it was also
found that biologically synthesized chitosan/copper
oxide nanocomposite using a bioflavonoid rutin, also
exhibited antiproliferative efficiency when it was tested
against A549 human lung cancer cell line (209). CuNP
mediated anticancer activity has been observed in
CaCO-2 human colon cancer cells, Mcf-7 breast cancer
cells, HepG-2 hepatic cancer cells and HeLa cells (210).
In a study, it was found that when HeLa cells are
treated with copper oxide nanoparticles it showed oxda-
tive stress mediated mitochondrial degradation. The

normal control cells depicted by a normal mitochondrial
structure whereas the treated cancer cells are character-
ized by a condensed clumped structure of mitochondria
which leads to apoptosis of the cancer cells (83). When
the similar study was done with HepG-2 hepatic cancer
cell line it exhibited enhanced apoptosis by upregulating
the tumor suppressor gene and down regulating the
antiapoptotic gene bcl-2 (211).

To explain this finding, it is important to note that
various factors, including size distribution, shape, and
surface chemistry of biogenic nanoparticles, can
influence their cytotoxicity. Different cytotoxicity
responses may result from changes in various par-
ameters. Furthermore, biomolecules are responsible for
bioreduction of metal ions to their nano-forms in the
biosynthetic method. These biomolecules are attached
to the surface of biosynthesized nanoparticles and act

Figure 7. Applications of copper nanoparticles (Created with BioRender.com).

Table 5. Applications of green synthesized CuNPs as antimicrobial agent.
Sl.
No. Biological source

Chemical
used Antimicrobial Application Reference

1. Eucalyptus globulus Labill. CuSO4 It accumulates ROS inside the bacterial cells which lead to cell destruction. (137)
2. Zea mays L. Cu

(CH3COO)2
It is effective against some pathogenic bacteria like Bacillus lichiniformis and Pseudomonas
aeruginosa.

(184)

3. Citrus medica L. CuSO4 It can inhibit several crop pathogens and also inhibit the growth of Propionibacterium acnes
and Klebsiella pneumoniae.

(63)

4. Camellia sinensis (L.) Kuntze Cu(NO3)2 It can inhibit the growth of Vibrio cholerae and Klebsiella pneumonia. (185)
5. Bacillus cereus Frankland

and Frankland
CuSO4 It can control the growth of pathogenic bacteria like P. aeruginosa, Staphylococcus aureus,

E. coli and Bacillus subtilis.
(186)

6. Nerium oleander L. CuSO4 Antibacterial activity against Salmonella typhi, E. coli, Bacillus subtilis and Staphylococcus
aureus.

(187)

7. Sida acuta Burm.f. CuSO4 Exhibited tremendous antimicrobial activity against some human pathogens and also
effective against bacterial contamination in the textile industries.

(126, 188)

8. Punica granatum L. CuSO4 Exhibited antimicrobial activity against Micrococcus luteus, Salmonella enteric and
Enterobacter aerogenes.

(189)

9. Pseudomonas fluorescens
Migula

CuSO4 Inhibit the growth of Bacillus and E. coli. (134)

10. Chitosan derived from
fungal cell wall

CuSO4 Effective against Salmonella paratyphi. (190)

11. Ocimum sanctum L. CuSO4 Antimicrobial activity against human pathogenic microbes. (191)
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as a stabilizer, preventing the nanoparticles from aggre-
gating. These biomolecules adhering to the surface of
the nanoparticles, have the potential to alter the
surface chemistry of various nanoparticles and interfere
with their ability to respond to their biological environ-
ment. As a result, the biological sources used to make
nanoparticles may have an impact on their cytotoxicity
response (212–215).

4.4. Plant growth, nutrients and defense booster

Plants need to uptake different minerals and nutrients
elements for their proper growth and development.
Plants nutrients are divided into two classes macronutri-
ents and micronutrients. Macronutrients are generally
required in high concentrations and micronutrients are
required comparatively in low concentrations. Both
these macro and micronutrients are essential for main-
taining structural integrity and normal growth in
plants. Deficiency of which causes disease and death
of different plant parts (81, 216). In plants, copper is
required in very low concentrations as it is a micronutri-
ent. A high concentration of Cu promotes toxicity and
hampered growth in plants. Plant chloroplast contains
a maximum number of Cu as it helps in chloroplast
and other pigments synthesis. Cu deficiency leads to
several abnormal conditions like young leaf distortion,
necrosis, stem bending, affects vegetative growth and
reduces grain quality in crop plants (217). CuNP
mediated plant growth responses depend upon
several factors like concentration, size, plant species
and structure of the particles. In a study, it was found
that CuNPs can stimulate root and shoot growth in Pha-
seolus radiates and Triticum aestivum. The growth
response typically varies with varying concentrations of
CuNPs. When wheat plants were treated with 20, 25,
30 and 35 ppm concentrations of CuNPs it showed
better growth and yields. Concentrations above
1000 ppm reduced growth in wheat followed by a
decrease in yields (218). When CuNPs were applied on
Allium cepa with 20 µg/ml concentrations it enhanced
growth and mitotic index. The mitotic index decreased
with increasing concentrations of CuNPs (219). Appli-
cations of CuONPs increased shoot and root growth in
Zea mays (220). Application of CuONPs on transgenic
cotton plants enhanced expression of exogenous
genes which code for Bt toxins in leaves (221). On the
contrary high concentration of CuNPs has a negative

Figure 8. Probable antimicrobial mechanism of Cu/CuONPs
(Created with BioRender.com).

Table 6. Antifungal activity of different green synthesized CuNPs.
Sl.
No. Biological source

Chemical
used Antifungal Application Reference

1. Cissus quadrangularis L. Cu
(CH3COO)2

Inhibit the growth of pathogenic fungi Aspergillus flavus Link and A. niger Tiegh. (81)

2. Brassica juncea (L.) Czern. CuSO4 Inhibit the growth of Alternaria alternata, Phoma destructiva and Curvularia lunata
(Wakker) Boedijn.

(81)

3. Citrus medica L. CuSO4 Effective against pathogenic fungi Fusarium graminearum Schwabe, F. oxysporum
Schltdl. and F. culmorum (Wm.G. Sm.) Sacc.

(63)

4. Oxalis corniculata L. CuSO4 Inhibit the growth of A. alternata, Pythium ultimum Trow and A. niger Tiegh. (199)
5. Syzygium alternifolium (Wight)

Walp.
Cu(NO3)2 Effective against Trichoderma harzianum Rifai (183)

6. Penicillium chrysogenum Thom CuSO4 Antifungal activity against A. solani (Ellis & G. Martin) L.R. Jones, A. niger Tiegh. and
F. oxysporum Schltdl.

(194)

7. Syzygium aromaticum (L.) Merr. &
L.M.Perry

CuSO4 Exhibited antifungal activity against pathogenic fungi A. niger Tiegh. and A. flavus
Link.

(200)
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impact on plant growth. CuNPs with different concen-
trations ranging from 200 to 1000 mg/l exhibited a
negative impact on the growth of Raphanus sativus, Tri-
ticum aestivum, Lolium perenne and Phaseolus radiates
(222). Application of CuONPs at a higher concentration
in Arabidopsis thaliana seedlings inhibited root and
shoot growth and also decreased chlorophyll contents
(223). Recently, we have shown that treatment of
CuONPs significantly boost up the defense enzymes,
total phenol and other defense parameters along with
plant vigor in Lens culinaris through nitric oxide signal-
ing pathway (224). Possible mechanism has been illus-
trated in Figure 10.

4.5. Wound healing

Several studies over the last few years have ensured that
CuNPs can be used as wound healing agents providing
protection against infections. Wounds and cuts on the
body surface are the most common pathway through
which different infectious microorganisms take entry
into the body. To prevent infection, it is very necessary
to remove microbes from the wound site. As discussed
earlier, CuNPs has potential antimicrobial and antifungal
activity so it may be used in wound healing purposes
(225). At the site of the wound Cu stimulates the for-
mation of new blood vessels which leads to angiogen-
esis. Besides this CuNPs also stimulates the expression

Table 7. Different anticancer properties of CuNPs.
Sl.
No. Biological source

Tested cell
lines Anticancer activity Reference

1. Camellia sinensis (L.) Kuntze MCF-7 Promotes significant cytotoxicity against breast cancer cells. (174)
2. Bacillus cereus Frankland and

Frankland
A549
CaCO-2
HCT 116

Inhibit the growth of the tested cancer cell line. (153)

3. Ficus religiosa L. A459 Inhibit lung cancer cells by inducing ROS mediated apoptosis. (175)
4. Phaseolus vulgaris L. HeLa Inhibit the growth of human cervical cancer cells which includes ROS mediated

apoptosis and mitochondrial malfunctions.
(171)

5. Syzygium alternifolium (Wight)
Walp.

MCF-7 Inhibit the growth of breast cancer cells by promoting direct cytotoxicity. (150)

6. Cordia myxa L. AMJ-13
MCF-7

Inhibit breast cancer cell growth. (176)

7. Calotropis procera (Aiton)
Dryand.

BHK 21
HeLa
A549

Promotes apoptotic destruction of the tested cancer cell lines. (177)

8. Lactobacillus casei AGS
HT-29

Inhibit the growth of human gastric cancer cells and colorectal cancer cells by
promoting cytotoxicity and apoptosis.

(178)

Figure 9. Probable anti-cancer mechanism of Cu/CuONPs (Created with BioRender.com).
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of vascular endothelial growth factor (VEGF) that facili-
tates the transport of different nutrients and collagen
formation necessary for repairing the wound (Figure
11). Application of Cu can halt severe phosphorus burn
by the process of tissue remodeling. At the site of the
wound Cu helps in maintaining the stability of fibrino-
gen and accumulates lysyl oxidase enzyme (210).
Green synthesized CuNPs using Falcaria vulgaris leaf
extracts exhibited potential cutaneous wound healing
activity (226). In a study, a 500 mm cut was made on
an anaesthetized animal. Three set up was made by
applying biologically synthesized CuNP gel, nonbiologi-
cally synthesized CuNP and control. After some days it
was found that biologically synthesized CuNPs were
able to reduce 92% of the wound. Moreover, it promotes
cell proliferation, cell migration and inhibits cyclooxy-
genase-2 enzyme at the wound site (186, 227).

4.6. Other applications

CuNPs are now used in the textile industry for making
antimicrobial personal protective equipment (PPE). In
the fabric’s polymer, nano-coppers are incorporated for
making antimicrobial fabrics. CuNPs incorporated
cotton fibers exhibited antimicrobial activities against

several pathogenic microbes (210). CuNPs can be used
to treat polluted water in different industrial areas.
Several reports have described that CuNPs are used in
the disposal of industrial waste and effluent. Besides
bioremediation activity, CuNPs has a potential biocataly-
tic activity that can reduce and degrade xanthenes dyes,
congo red, rhodamin-B, and methylene blue (70). Due to
fluorescence quenching properties, CuNPs could be
used as biosensing and biolabelling agent (228). Since
CuNPs has a very small size it can interact with
different biomolecules efficiently and can be used as
drug delivering system (179). Green synthesized CuNPs
exhibited larvicidal activities against Aedes aegypti pro-
viding protection against dengue, zika and chikungunya
(229).

5. Future perspectives

In this era of nanotechnology, remarkable advance-
ments are going on day by day in the field of nanopar-
ticle synthesis and their sophisticated applications in
the vast arena of science and technology. Beside
others CuONPs/CuNPs have tremendous widespread
applications, especially in biological systems. However,
some nanosystems needs further sophistication and

Figure 10. Schematic representation of defense induction and plant growth promotion by Cu/CuONPs (Created with BioRender.com).

GREEN CHEMISTRY LETTERS AND REVIEWS 201



they are still at the stage of infancy. More widespread
research is still required to set the parameters. New
cost-effective tools must be developed. Searching for
new application of CuONPs/CuNPs has to be taken
into consideration. Application of CuONPs/CuNPs in
the research field of nano-sensors in film packaging of
food, detection of microorganisms and toxic substances
to check food quality etc. will give future directions.
However, challenges and safety aspects can be taken
as a serious concern. The findings of this review
expand the prospects for the green synthesis of
CuONPs/CuNPs and their use in a variety of biological
and biotechnological domains.

6. Conclusion

In this present situation of global pollution and environ-
mental consciousness it is utmost important to reduce

the use of hazardous compounds in various technical
fields of application-based research. In this context, it
is evident to utilize CuONPs/CuNPs as a hazard free com-
pound, at various important sectors of research like drug
delivery system, in solving various health issues, plant
defence booster, textile industry, etc. However, synthesis
part is very important as harmful substances are used in
both physical and chemical methods of CuONPs/CuNPs
production. The biological technique, on the other
hand, is eco-friendly, cost-effective, dependable, stable,
uses little energy, and is a straightforward procedure.
In this study, a comprehensive idea has been given on
the pros and cons of bio-based synthesis and their
characterization including their every possible appli-
cation. However, to advance the biomedical applications
of CuONPs, additional research should be conducted on
ways to reduce the toxicity of CuONPs while preserving
and enhancing their biological efficiency.

Figure 11. Probable wound healing mechanism of Cu/CuONPs (Created with BioRender.com).
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A B S T R A C T   

A new era has begun with the discovery of SARS-CoV-2 in a seafood market in Wuhan, China. The SARS-CoV-2 
outbreak has wreaked havoc on health systems and generated worldwide attention. The world’s attention was 
diverted from the treatment of the leading chronic infectious illness, Mycobacterium tuberculosis. The similarities 
in the performance of the two infectious species had obvious repercussions. Administrative efforts to combat 
SARS-CoV-2 have weakened the tuberculosis control chain. As a result, progress against tuberculosis has slowed. 
Thus, the goal of this review is to examine the impact of SARS- CoV-2 on a chronic public health issue: 
tuberculosis.   

1. Introduction 

The coronavirus has spread worldwide since the end of December 
2019. The 2019 pandemic Coronavirus disease is expected to be our 
generation’s largest worldwide health disaster.1 While Wuhan had the 
first incidence of Coronavirus induced disease in China (SARS-CoV-2), it 
also moved to and expanded around the Republic of Thailand, Japan, 
USA, Philippines, Vietnam, including our country, India and spread all 
over the world. All other ancient epidemics that cause persistent lung 
illness and immunosuppression should not be eclipsed by this horrible 
epidemic. Tuberculosis, for example, was a long-ago disease before 
COVID-19 became a global epidemic.2 It is a very old disease that has 
plagued humanity since the beginning of time. Tuberculosis symptoms 
have been discovered even in Egyptian skeletons.3,4 Ancient India and 
China are the origins of the first literary accounts of TB. The pathogen 
Mycobacterium tuberculosis is the cause of this disease and the contagious 
nature of it makes people more vulnerable to it. MTB first appeared as a 
human pathogen in Africa some 70,000 years ago, then spread across the 
continent as a result of human migration and became a global 
Pandemic.5 

Tuberculosis has a long-term course and necessitates long-term 
therapy. The World Health Organization advises multi-drug therapy 
because of the increased proclivity of the tuberculosis mycobacterium to 
become drug-resistant. Every year, over 2 lakh folks in India are affected 
by TB and on average around 20,000 people are infected every month in 
each state.3 In 2018, approximately 10 million folks were globally 
contaminated with TB. Many TB patients who have a major risk of 
COVID-19 are not being diagnosed and treated promptly. SARS-CoV-2 is 
produced by the β-coronavirus genus from the Coronaviridae family’s 
-Coronavirus genus. Over a hundred million infections and more than 2 
million deaths, which are still rising, have been caused by this fatal 
virus. Various studies done by Indian Council for Medical Research have 
found that the third wave might have hit India by February 2022 with 
the new variant Omicron. But experts suggested that it will be less severe 
than the second wave.6 However, a deeper look at COVID-19 data shows 
that India has already experienced the third wave. In 2020, the prompt 
nationwide lockdown may have helped to slow the virus from spreading 
and the country was exempted from the worst effects. 

COVID-19 disease doubles the growth of tuberculosis in people. 
Several studies have shown that the cases of TB in COVID-19 patients are 

Abbreviations: SARS-CoV-2:, Severe acute respiratory syndrome coronavirus-2; MTB:, Mycobacterium tuberculosis; MDT:, Multi-drug therapy; ICMR:, Indian 
Council for Medical Research; TB:, Tuberculosis; WHO:, World Health Organization; COVID-19:, Coronavirus Disease-19; AFB:, Acid-Fast Bacilli; CRP:, C-Reactive 
Protein; RT-PCR:, Reverse Transcription Polymerase Chain Reaction; HRCT:, High-resolution Computed Tomography; BCG:, Bacillus Calmette–Guérin; COPD:, 
Chronic Obstructive Pulmonary Disease; ELISA:, Enzyme Linked Immunosorbent Assay; BMI:, Body mass index; LTBI:, Latent Tuberculosis Infection. 

* Corresponding author. Department of Botany, Raja Narendra Lal Khan Women’s College, Gope Palace, West Midnapore, West Bengal, 721102, India. 
** Corresponding author. Department of Botany, Dinabandhu Andrews College, 54 Raja S.C. Mallick Road, Garia, Kolkata, West Bengal, 700084, India. 

E-mail addresses: ghosedhriti25@gmail.com (D. Ghose), jsarkar80@gmail.com (J. Sarkar).   
1 These authors have contributed equally to this work. 

Contents lists available at ScienceDirect 

Clinical Epidemiology and Global Health 

journal homepage: www.elsevier.com/locate/cegh 

https://doi.org/10.1016/j.cegh.2022.101031 
Received 6 January 2022; Received in revised form 13 March 2022; Accepted 21 March 2022   

mailto:ghosedhriti25@gmail.com
mailto:jsarkar80@gmail.com
www.sciencedirect.com/science/journal/22133984
https://www.elsevier.com/locate/cegh
https://doi.org/10.1016/j.cegh.2022.101031
https://doi.org/10.1016/j.cegh.2022.101031
https://doi.org/10.1016/j.cegh.2022.101031
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cegh.2022.101031&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


Clinical Epidemiology and Global Health 15 (2022) 101031

2

0.37–4.47%. Specialists and scientists have predicted that Tuberculosis 
intensifies the action of COVID-19. Both TB and COVID-19 harm the 
lungs, which is a terrible concern in the COVID-19 pandemic. There is 
worldwide proof that patients with chronic respiratory diseases like TB 
have a risk of serious sickness and death from COVID-19. When COVID- 
19 or TB patients breathe out, they can discharge pathogens into the 
air.7 Also, the poor immune system because of COVID-19 infection can 
make a person more susceptible to an active infectious disease like TB. 
There are some similarities between the symptoms of coronavirus dis-
ease and TB, For example, cough, difficulty breathing, fever, etc. Ac-
cording to Faramarz Valafar Lab, the TB bacterium remains dormant 
until immunity is impaired in COVID-19 disease and causes chronic lung 
disease and low immune system.8 It’s not unusual for people with severe 
lung disease like tuberculosis or those who have TB-related lung damage 
to perform poorly if they get another acute respiratory infection like 
COVID-19. However, both COVID-19 and TB have similar risk factors for 
poor outcomes, particularly diabetes, and older age. The burst of 
COVID-19 diseases drew worldwide attention; practically all healthcare 
services were diverted to handle this situation. 

2. Global scenario and Indian aspects 

The COVID-19 disease has had a devastating impact all over the 
world, where people have been struggling with TB for a long time. 
Numerous individuals have perished as a result of the financial crisis 
that has gripped many countries.9 

COVID-19 has ceased 12 years of global progress against tuberculosis 
and influenced it severely, making the situation worse than initially 
thought.10 However, the global impact of COVID-19 is worse than the TB 
epidemic. The COVID-19 was devastating in the first four-month of 2020 
(January–April 2020). TB-related hospital discharges decreased during 
the countrywide lockdown mode in the first four months of 2020. It 
includes newly diagnosed instances of active TB cases. The total active 
TB visits to the surrounding areas and new latent TB infections were 
diagnosed.10 

According to WHO preliminary statistics collated from 84 countries, 
an estimated 1.4 million fewer persons received tuberculosis treatment 
in 2020 (when the novel coronavirus was reported) than in 2019, a 21% 
decline from 2019. As per the modelling research predicted in the 
report, there could potentially be somewhere between 200,000 and 
400,000 extra TB deaths worldwide by 2020.11 

In 2020, India saw a 26% decrease in tuberculosis notifications 
compared to 2019. In March 2021, the country saw a major wave of 
recurring COVID-19 infections.9 According to government statistics, 
India currently has approximately 27 lakh Tb cases, with over 2 lakh 
deaths annually. According to a health ministry review, COVID-19 

reduced TB detection by 25% in India by 2020.12 In 2019, 24.04 lakh 
instances of tuberculosis were registered in India, according to the 
study.13 In 2020, the year of COVID-19, which was distinguished by a 
lockdown and measures to prevent the pandemic, the registered in-
stances dropped by 25% to 18.02 lakh. 

The COVID-19 pandemic has reversed the achievements in world-
wide tuberculosis management and control achieved in the 12 years. 
Since 1997, the World Health Organization has published a Global 
Tuberculosis Report, which provides an up-to-date assessment of the 
global TB situation. It now includes information on how the COVID-19 
may disrupt TB health care, treatment, and prevention activities.14 

However, even before the COVID-19 pandemic, worldwide TB control 
efforts were on the track, but the numerical disparity between the pro-
jected number of persons with TB globally and the numbers reported to 
health officials remained large (Fig. 1). 

3. TB types 

Infectious tuberculosis affects the lungs, but it can also affect other 
body parts. Extrapulmonary TB refers to TB that occurs outside of the 
lung as opposed to pulmonary TB, which affects the lungs. There are two 
stages to the disease, when a person has latent TB, they have bacteria in 
their body but no symptoms of the disease, and when they have active 
TB, they have signs and symptoms of an active TB infection.15 In patients 
with COVID-19, pulmonary (73%) and extrapulmonary TB (17%) have 
both been reported. There have been reports of extrapulmonary TB in 
the lymph nodes, bone, larynx, and CNS in COVID-19 patients as well as 
in the digestive tract, genitourinary, pleural, and spinal regions.16 

4. How are COVID-19 and tuberculosis alike and different? 

Nowadays the problems of TB patients are increasing as a result of 
covid-19. The similarities and differences between covid-19 and TB are 
discussed here. Tuberculosis and COVID-19 share comparable clinical 
symptoms and manifestations, including fever, shortness of breath, etc 
[Table 1].17 There are delicate distinctions between TB and COVID-19, 
although COVID-19 infection develops faster than Tuberculosis 
[Table 2].17,18 

5. The challenges for managing tuberculosis during the COVID- 
19 pandemic 

5.1. Methods of detection of COVID-19 and tuberculosis 

The current COVID-19 outbreak has wreaked havoc on tuberculosis 
sufferers.17 Due to the epidemic, identifying TB in the presence of 

Fig. 1. Graphical representation of trends notification of people diagnosed with tuberculosis in the era of COVID-19.  
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COVID-19 is difficult. Several potential constraints include the absence 
of technology in a given area to test for both COVID and TB, the health 
system’s insufficiency to do both, a lack of appropriate health equip-
ment, and transport barriers that could cause both illnesses to be mis-
diagnosed.19 Because TB and COVID-19 have identical signs and 
symptoms (cough and fever), stigma may cause one of the diseases to be 
missed.20 Diagnostic testing is, therefore, a vital step in the prevention 
and monitoring of diseases such as COVID-19 and tuberculosis. Parallel 
or combined testing is extremely important for persons who are at 
increased risk for developing one or both disorders including older 
populations and people with comorbidities like diabetes mellitus and 

chronic obstructive pulmonary disease 21 [Table 3].18,22–24 

5.2. TB control actions 

TB control tactics are being challenged as a result of resource 
divergence and an unavoidable shift in the objectives of the health 
system, resulting in poorer TB care quality and outcomes. The threat 
posed by COVID-19 could increase not just diagnostic ambiguity, but 
also stigmatisation of tuberculosis patients, particularly in low- and 
middle-income countries.25 To minimize such effects, digital health 
technology, programs through improved communication, counselling, 
therapy might be used to assist patients. Also, respiratory physicians, 
vascular technicians of all levels can provide instructions for patients 
with pulmonary complications due to this COVID-19.26 

5.3. BCG and COVID-19 

The BCG vaccine is used to protect children from tuberculosis.27 But 
after the COVID-19 pandemic, immunization services were suspended, 
which could lead to vaccine-preventable disease occurrence having a big 
cost on health systems.17 In addition to protecting children against 
miliary TB and tuberculous meningitis, WHO highly advocates world-
wide vaccination of BCG to ensure consistent vaccine availability 
worldwide.28 Unexpectedly, new evidence suggests that BCG also boosts 
the immune system’s antiviral response despite its projected selectivity 
for Mycobacterium tuberculosis. It has been claimed that COVID-19 
mortality rates have decreased as a result of national BCG immuniza-
tion efforts.28 Even though it is yet unknown whether BCG prevents 
COVID-19 in adults. The long-term safety of this technique is yet to be 
proved.28 

5.4. Risk factor 

COVID-19 and TB share an imbalance of immune responses based on 
the individual immunological mechanism. It suggests co-infection may 
increase the risk of disease progression in both diseases.29 Chronic lung 
disease, diabetes mellitus, smoking, and liver failure are only a few of 
the medical factors that increase the risk of severe sickness and the 
requirement for critical care units or mechanical ventilation associated 
with COVID-19. When tuberculosis is present in the body, smoking 
raises the chances of inadequate therapy resulting in delayed sputum 
cultivation and treatment. There is growing evidence of an increased 
probability of COVID-19 in people with diabetes that may lead to hos-
pitalization, organ failure, and premature mortality.30 In TB patients 
and COVID-19 patients, the combination of malnutrition and low BMI is 
a major risk factor for early mortality.31 

5.5. Clinical features 

Fever, productive cough and constitutional symptoms are present in 
pulmonary TB patients. In sub-sets of COVID-19 patients with TB 

Table 1 
Similarities between COVID-19 and tuberculosis.17  

Characters Tuberculosis COVID-19 

Affected Organs Lung, but can affect any region of the body Lung 
Symptoms Cough (Sometimes blood-tingling), fever, night 

sweats, weight loss 
Cough, fever, breathing difficulty, chest pain, smell, and taste go away. Headache, tiredness is also seen. 
In some cases, vomiting and diarrhea occur. 

Immediate 
diagnosis 

Required Required 

Disease type Airborne infectious disease Airborne infectious disease 
Death rate High High 
Public 

Consciousness 
When people avoid social distancing and are in 
close contact. 

When people avoid social distancing and are in close contact. 

Affected Age 
Group 

This disease is affecting people of all ages. In old age, this is an active disease. Though it affects people of all ages.  

Table 2 
Dissimilarities between COVID-19 and tuberculosis.17,18  

Characters Tuberculosis COVID-19 

Pathogen Mycobacterium tuberculosis Severe Acute Respiratory 
Syndrome Coronavirus − 2 

Nature of 
Pathogen 

Bacteria Virus 

Affected Host Only Human Animals (Including-Bats and 
Human) 

Incubation 
Period 

Longer Shorter (in between 7 and 14 
days) 

Diagnostic 
Test 

Mantoux Test, AFB Smear and 
Culture Test, Chest X-Ray, TB 
Skin Test, Blood Test, etc. 

Rapid Diagnostic Test, RT-PCR 
Test, Sometimes CRP Test, 
HRCT 

Treatment BCG Vaccine and Rifampin 
Antibiotic 

Evidence Specific Drugs like 
Remdesivir, Lopinavir/ 
ritonavir, Nafamostat, 
Camostat, Famotidine, 
Ivermectin, Tocilizumab, 
Sarilumab, and Vaccines like 
Sputnik-V, AZD1222, Ad5- 
nCoV, BNT162b1, mRNA- 
1273, NVX-CoV2373, BBV152, 
Corona Vac etc. 

Chances of 
Recovery 

Possible and can be completely 
cured 

Complete cure may or may not 
happen  

Table 3 
Various methods of detection of COVID-19 and tuberculosis.18,22–24  

Name of the 
Techniques 

COVID-19 Tuberculosis 

NAAT RT-PCR Xpert MTB/RIF Ultra 
assay 

Smear 
Microscopy 

Not Applicable ZN Stain/AR stain 

Antigen-based 
Test 

This test is also known as COVID-19 
lateral flow tests or LFTs. These are 
rapid antigen tests used to detect 
SARS-COV-2 infection. 

Not Applicable 

Serological 
Blood Test 

ELISA based test Sero-diagnostic Test 
(Anda-TB IgG) 

Other Tests RT-LAMP Test, CRISPR based Test Skin Test, Chest X-Ray 
Test, Sputum Test  
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symptoms, they remain identical to patients without TB at the time of 
the occurrence. In contrast to solitary COVID-19 individuals, the ma-
jority of the coinfected patients described are symptomatic. This could 
be due to the selection bias in the recruitment of solely symptomatic 
patients. The most prevalent symptoms include fever, dry cough, and 
dyspnoea. Other signs of chest tightness, chest pain, and diarrhea have 
been recorded. Hypoxia needing oxygen supplementation was also 
found among symptomatic patients. COVID-19 can appear in tubercu-
losis patients before or after the disease’s emergence, which has a sig-
nificant negative impact on patients’ clinical image.16 

5.6. Imaging 

The features of pulmonary activity have been detected using HRCT 
and chest X-rays. In more than 40% of patients, HRCT has been the 
primary imaging mode. In tuberculosis patients who develop COVID-19, 
the development of multiple bilateral ground-glass opacity and air 
bronchogram consolidation have been recorded.32 

5.7. Some major challenges that affected India 

The population is the main obstacle in India’s fight against the 
epidemic situation. In town slums, where population density can be 
high, social distancing becomes impossible leading to a potentially 
disastrous circumstance. Unfortunately, the attitude and actions of a few 
individuals have been a serious stumbling block in India’s fight against 
COVID-19; there have been claims of civilians misrepresenting their 
travel history in order to avoid quarantine and people attending other-
wise prohibited large gatherings.32 The COVID-19 breakout has also 
hampered the control of tuberculosis and its related services severely. 
There is evidence that coronavirus infection exacerbates tuberculosis by 
causing lung tissue damage. Public transport is one of the severely 
affected services due to the COVID-19 epidemic. As a result, the TB 
patients suffered from a lack of transportation which in turn resulted in 
the rise of the death rate of the country. The lockdown to reduce the 
spread of COVID-19 has left many people jobless and led to a major 
financial crisis in India.33 Economic decline has had a significant impact 
on people from lower socio-economic backgrounds throughout this 
pandemic. The purpose of knowing the major challenges in advance is to 
be able to fight against such a pandemic situation in the future.34 

5.8. Coinfection 

It is possible to develop active or non-progressive tuberculosis when 
infected with Mycobacterium tuberculosis. Latent Tuberculosis Infection 
can reactivate into symptomatic TB when the host’s immune system is 
weakened. As a result, people with active tuberculosis or long-term 
tuberculosis are more susceptible to SARS-CoV-2 infection. It was 
found after detailed inspection that the immune system got worsened for 
the Mtb patients who had both SARS-CoV-2 and Mtb symptoms making 
their condition even worse. Additional to this, SARS-COV-2 infection of 
LTBI sufferers may result in future reinfection.35 

6. Molecular interaction between COVID-19 and tuberculosis 

The molecular connections between tuberculosis and COVID-19 in 
the context of co-infection are still a mystery. There has been very little 
research in this area, and the findings are summarised here. 

Dormant Mycobacterium tuberculosis was reactivated by altruistic 
defense mechanism of the stem cell in mice coronavirus model system. 
This result shows increase in tuberculosis in synergism with COVID- 
19.36 There is an assumption made from study done in a cohort of 49 
patients that SARS-CoV-2 infection helps in active Tuberculosis devel-
opment, although not confirmed due to lack of follow up studies.37 

The development of SARS-CoV-2 coinfection, on the other hand, 
appears to be linked to tuberculosis.38 SARS-CoV-2 specific immunity 

was impaired by Tuberculosis, according to immunological research.39 

Many factors should be considered while acquiring Tuberculosis, 
SARS-CoV-2, or both at the same time, such as overcrowding, poor 
cleanliness, the existence of autoimmune illnesses, and so on.40,41 At the 
molecular level, Fig. 2 depicts the possible mechanism and synergistic 
effects of SARS-CoV-2 and MTB. 

7. Future strategies 

The COVID-19 epidemic has underlined the importance of ensuring 
continued treatment and concern for TB-affected patients. Communi-
cation between patients and medical providers became difficult due to 
circumstances such as worldwide lockdown, TB service disruption, and 
social isolation. Patients may benefit from the use of digital technologies 
and virtual care. The proper classification of TB and COVID-19 patients 
should be included in future clinical studies. All features, such as clinical 
appearance, laboratory assessment, and test results, should be described 
in detail for future scientists.16 A uniform treatment regimen and a 
consistent treatment protocol for both infections should be included in 
future research studies. Multiple drug interactions, as well as detri-
mental drug occurrences, must be recorded. Following the physician’s 
advice based on susceptibility pattern, the multidrug antitubercular 
treatment can be safely used. In symptomatic patients, COVID-19 regi-
mens should be utilized according to available medical reports, in-
structions, and guidelines. Now, strict control measures are needed for 
all patients admitted to the hospital (especially for those who are at 
higher risk, including the aged and patients with co-morbidities like 
tuberculosis). International scientific collaboration and government 
assistance are essential to the cumulative influence of infections among 
non-hospitalized TB patients in various aspects. These aspects include 
social insulation, patient training, availability of rapid testing, and pa-
tient support.16,42 

8. Conclusion 

The COVID-19 epidemic has had a negative influence on and dis-
rupted the lives of people in a number of countries. Since both viral 
respiratory infections and tuberculosis impair the host’s immune 
response, it’s reasonable to assume that their lethal combination will 
have far more severe repercussions than they would have had sepa-
rately. A stronger management strategy is required as a result of the risk 
that delaying TB treatment will exacerbate the patient’s condition. As a 
result, diseases like COVID-19 and tuberculosis should be diagnosed and 
treated as soon as possible. In the case of Tuberculosis, patients should 
be identified and treated as soon as possible. Patients with tuberculosis 
and COVID-19 could be better monitored and treated if they were able to 
consult with one another through teleconference. Numerous effects, 
such as economic instability, healthcare worker sickness and resigna-
tion, and overwhelmed health facilities, have been highlighted as a 
result of the COVID-19 pandemic in the context of pre-existing endemic 
diseases, such as tuberculosis. All of these factors have the potential to 
impair the delivery of health care services, either directly or indirectly. 
To avoid this trouble, we need to do more research on this disease and 
find proper medicine that we can be aware of and deal with such 
epidemic situations in the future. Here our review sheds light on a long- 
standing infectious disease Tuberculosis and its correlation, molecular 
interaction, and its effects in different countries in midst of the COVID- 
19 pandemic. 
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A B S T R A C T   

The main reason for the growth of mucormycosis in people with Coronavirus disease-2019 (COVID-19) is mainly 
produced by Rhizopus spp. The infective mechanisms and issues recognized in Rhizopus spp. are the cell wall, 
germination proteins, and enzymes assisted to iron sequestration, CotH protein, and positive regulation of the 
GRP78 cell receptor. Mucormycosis is mainly caused by the Rhizopus spp. such as R. oryzae, R. microsporus, R. 
arrhizus, R. homothallicus, etc. that are gifted to numerous host defense mechanisms and attribute to the endo-
thelium via specific receptors, GRP78 simplifying their endocytosis and angio-invasion. Factors such as hyper-
glycemia, elevated iron concentrations, and ketoacidosis have been shown to contribute to the pathogenesis in 
the tentative situation. The analytical data of ‘black fungus disease’ or ‘mucormycosis’, specify India reported for 
about 42.3% of published cases, followed by the USA about 16.9%, Iraq, Bangladesh, Iran, Paraguay, and 1 case 
each from Brazil, Mexico, Italy, UK, China, France, Uruguay, Turkey, and Austria. The COVID-19 infection is 
maybe a predisposing factor for mucormycosis and is related to a high mortality rate. Early recognition and 
restriction of hyperglycemia, liposomal amphotericin B, and surgical debridement are the bases in the successful 
managing of mucormycosis.   

1. Introduction 

Mucormycosis is an uncommon angio obtrusive disease principally 
perceived in immunocompromised patients which happens because of 
the growth of mucorales.1 The term ‘Mucormycosis’ was instituted by an 
American pathologist R. D. Baker and it can likewise be called Zygo-
mycosis. Mucormycotina falls under the normal saprobes which are 
found in bad organic matter or soil. Infections are designated by 
instantaneous progression.2 The Mucorales are not demanding crea-
tures, they develop at temperature ranges between 25 ◦C and 55 ◦C.1 

Being ubiquitous organisms, Mucorales are dominant in commencing 
and accelerating the decay of organic materials. Since openness to 
spores of these growths is unavoidable, the uncommonness of the dis-
eases is harmful and is a validation of an extremely basic inclination.3 

The initially announced instance of mucormycosis traces back to 
1885 when the German pathologist Paltauf depicted the primary case as 
Mycosis Mucorina.4 The pace of mucormycosis expanded mostly in 

immunocompromised individuals subsequently in the 1980s–1990s.2 

Different types of mucormycosis that can be associated with COVID- 
19 infection are, rhino-cerebral mucormycosis, pulmonary mucormy-
cosis, gastrointestinal mucormycosis, cutaneous mucormycosis, and 
miscellaneous. For the region of the head and neck, mucormycosis can 
be assorted into isolated nasal, rhino-orbital, or rhino-orbital-cerebral 
mucormycosis. In the case of sino-orbital mucormycosis, the mold 
mainly enters via the respiratory tract and is containing the nose and 
sinuses, into the orbital and intracranial structures with the possibility of 
further progression.5,6 Pulmonary mucormycosis is a lethal aggressive 
fungal infection. It typically infects immunocompromised patients. 
Transbronchial biopsies and Bronchial alveolar lavage (BAL) are usually 
explained as non-septated hyphae in the case of pulmonary mucormy-
cosis.7 Mucormycosis in the gastrointestinal (GI) tract occurs due to the 
ingestion of the spores of the fungus. It is rarely reported in the 
COVID-19 patient.8 Patients with persistent skin maceration or skin 
barrier disruptions (catheter insertion, trauma, injections, burn) are 
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suitable for increasing the risk of cutaneous mucormycosis.9 The fungus 
can invade into adjacent fat, fascia, muscle, and even bone, while he-
matogenous spread with secondary vascular invasion is fewer com-
mon.10,11 However, hematogenous dissemination with cutaneous 
mucormycosis has high fatality rates.12 

From the perspective of disease to the immunocompromised people, 
mucormycosis likewise create a high danger for the patient determined 
to have serious COVID-19 pneumonia. This happens because of the 
hospitalized status, previous comorbidities, and treatment regimens 

comprising of steroids and generally anti-toxins.13,14 The predominance 
of mucormycosis in India is approximately 0.14 cases per 1000 popu-
lace, about multiple times the pervasiveness in different countries.15 

COVID-19 contamination has been related to parasitic diseases.16 

Globally, the most well-known danger factor related to mucormycosis is 
diabetes mellitus. In the prevalence of the COVID-19 pandemic, it is 
believed that this drop in resistance could be set off to these instances of 
mucormycosis.17 

Fig. 1. A global presentation of the number of published case reports of Coronavirus disease 2019 (COVID-19) associated mucormycosis (till May 2021). (a) The 
color gradient segment of the map indicates the number of absolute cases reported worldwide, where the dark-colored portion represents the higher number of cases, 
while the light-colored portion represents a smaller number. (b) A schematic presentation showing the variation of the number of reported cases in different 
countries.20–23 
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2. Mucormycosis as COVID-19’s deadly companion 

The aggravation of COVID-19 in 2020 has effectively crushed the 
entire world in its first wave, where an enormous number of cases have 
been noticed including deaths and deterioration. The destruction pro-
ceeds in 2021 in the period of second-wave, more in the most exceed-
ingly terrible structure.18 The flood of COVID-19 in its subsequent wave 
has additionally left a path of infection and deaths, where the ‘black 
fungus disease’ or ‘mucormycosis’ went with. Mucormycosis is a rare 
but severe compilation of COVID-19, which may lead to a threat to 
life.19,20 

Up to May of 2021, we have dissected around 59 instances of 
mucormycosis throughout the world, related to the second wave of 

COVID-19 (Fig. 1). The analytical data of “black fungus disease” specify 
India with a report of about 42.3% published cases (25/59), followed by 
the United States of America (10/59), Iraq (5/59), Bangladesh (4/59), 
Iran (4/59), Paraguay (2/59), and 1 case each from Brazil, Mexico, Italy, 
UK, China, France, Uruguay, Turkey, and Austria (Table 1). Most pa-
tients who torment this obstruction of mucormycosis had some signifi-
cant comorbidity, by and large, diabetes mellitus, and diabetes 
ketoacidosis yet contaminations in immunocompetent patients have 
moreover been conceived.21,24 

As indicated by several reports till September of 2021, India has been 
accounted for by 45,435 instances of mucormycosis and is crumbling 
step by step. The black fungus cases are on the skyscraper in Gujarat 
alongside Maharashtra with around 7109 and 10,139 cases respectively 

Table 1 
A brief number of cases of Coronavirus disease 2019 (COVID-19) associated mucormycosis reported worldwide.  

Reported 
Area 

Total 
No. of 
case 

Age/Sex Underlying Disease Disease Type Verified 
COVID-19 

Medicine used for 
COVID-19 

Fungal culture Clinical 
Outcomes 

Reference 
DM/DKA/ 
T1DM/ 
T2DM 

Cancer 

India 25 23–78 
M-22 
F-3 

DM-24 
(32–78) 
No- 67 M 

No All Rhino-orbital: 23, 60 
Rhino-orbital- 
cerebral: 40, 38, 51, 
45, 56, 78, 67, 56, 37 
Rhino-sinusitis: 43, 
64, 49, 59 M, 59F 
Pulmonary: 55, 32, 
43, 72 
Sino-orbital: 38 
Paranasal: 32 

Confirmed Steroid-51, 37, 43, 
56, 78, 49, 60, 55, 
38, 64, 60, 59F, 72 
Tocilizumab-51, 
37, 60 
Remdisivir-32 M, 
51, 37, 43, 56, 49, 
55, 62 38, 67, 72, 
38, 45 
Not applied: 32F, 
40, 23 

Positive 
(Rhizopus spp.) 

Expired-10 
Recovered- 
13 
Unchanged- 
2 

5,25,26 

Bangladesh 3 Not 
reported 

Not 
reported 

Not 
reported 

Not reported Not 
reported 

Not reported Not reported Not reported Link 1 

USA 10 33–79 
M-8 
F-2 

DM-36, 
48, 79, 68 
DKA-36, 
48, 33, 41 
T1DM-60, 
41 
T2DM-44 
No-49, 56 

No- 9 
(44F Yes) 

Rhino-orbital: 33, 60 
Rhino-orbital 
cerebral: 36, 48 
Pulmonary: 44, 49, 
79, 56 
Rhino-cerebral: 41 
Cutaneous: 68 

Confirmed Steroid- 36, 44, 48, 
49, 60, 41, 79, 56, 
68 
Tocilizumab-33, 56 
Remdesivir-36, 44, 
48, 49, 60, 79 

Positive all (79 
M & 44F 
Aspergillus sp.) 

Expired-6 
Recovered-3 
Unchanged- 
1 

12,14,20,27–32 

UK 1 22 
M-1 

No No Pulmonary Confirmed Not applied Positive Expired 33 

Brazil 1 86 
M-1 

No No Gastrointestinal Confirmed Not applied Positive 
(Rhizopus spp.) 

Expired 8 

Italy 1 66 
M-1 

No No Pulmonary Confirmed Not applied Positive 
(Rhizopus spp.) 

Expired 34 

France 1 55 
M-1 

No Yes Pulmonary Confirmed Not applied Positive 
(Aspergillus 
spp.) 

Expired 35 

Iran 4 40–61 
M-2 
F-2 

DM-44, 54 
DKA-No 
T1DM-No 
No-40, 61 

No-All Rhino-orbital: 61, 54 
Rhino-orbital 
cerebral: 40 
Rhino-sinusitis: 44 

Confirmed Steroid- 40, 44, 
54,61 
Tocilizumab-No 
Remdesivir-40, 54 

Positive 
(Rhizopus spp.) 

Expired-2 
Recovered-2 
Unchanged- 
No 

24,36,37 

China 1 32 
F-1 

No No Rhino-cerebral Confirmed Not applied Positive Expired 23 

Mexico 1 24 
F-1 

DM-No 
DKA-24 
T1DM-No 

No Rhino-orbital Confirmed Not applied Positive 
(Rhizopus spp.) 

Expired 38 

Austria 1 53 
M-1 

No Yes Pulmonary Confirmed Not applied Positive 
(Rhizopus spp.) 

Expired 39 

Turkey 1 56 
F-1 

DM-56 
DKA-56 
T1DM-No 

No Rhino-orbital 
sinusitis 

Confirmed Steroid- 56 
Tocilizumab-No 
Remdesivir-No 

Positive 
(Rhizopus spp.) 

Expired 40 

Uruguay 1 Not 
reported 

Not 
reported 

Not 
reported 

Not reported Not 
reported 

Not reported Not reported Recovered Link 2 

Paraguay 2 Not 
reported 

Not 
reported 

Not 
reported 

Not reported Not 
reported 

Not reported Not reported Not reported Link 3 

Iraq 5 Not 
reported 

Not 
reported 

Not 
reported 

Not reported Not 
reported 

Not reported Not reported Not reported Link 4 

Chile 1 Not 
reported 

Not 
reported 

Not 
reported 

Not reported Not 
reported 

Not reported Not reported Not reported Link 5 

M: Male, F: Female, DM: Diabetes mellitus, DKA: Diabetic ketoacidosis, T1DM: Type 1 diabetes mellitus, T2DM: Type 2 diabetes mellitus, COVID-19: Coronavirus 
disease 2019. 
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and around 1336 deaths in Maharashtra, and about 708 deaths in 
Gujarat, brought about by this dark organism (Link 6). Telangana and 
Madhya Pradesh have been seen with 2638 and 2370 sequentially, 
where Madhya Pradesh has seen the expiration of 167 individuals. Be-
sides, 1947 cases and 351 deaths in Delhi have been accounted for, close 
by Haryana with 1764 cases and 268 deaths. Uttar Pradesh, Karnataka, 
and Rajasthan are confronting the deficiency of liposomal amphotericin 
B, guaranteeing with around 2477, 3906, and 3621cases distributively, 
brought about by the verse growth of mucormycosis (Link 7; Link 9). 
The ongoing report uncovers the passageway of the dark parasite in 
West Bengal and Punjab with 179 and 158 cases approximately, where 
11 deaths of individuals have been reported from West Bengal. Assam 
and Himachal Pradesh count with the least number of cases and may rise 
in the upcoming days (Fig. 2). The abrupt acceleration of dark organisms 
close by COVID-19 leads to the issues for the deficiency of liposomal 
amphotericin B in numerous states including Goa, Odisha, Kerala, and 
more. The ‘black fungus disease’ or ‘mucormycosis’ have been 
announced as an ‘epidemic’ by Rajasthan, Gujarat, and Odisha (Link 6; 
Link 7; Link 8; Link 9). However, various cases are expanding day by day 
which may lead towards another disturbance alongside COVID-19.21,22 

A sudden escalation of mucormycosis is being reported in cases with 
COVID-19.22 Many cases reveal the affliction of mucormycosis even 
while undergoing treatment for COVID-19 (Table 2). 

In general, from the referenced cases on mucormycosis related 
COVID-19 in India, the most effective type of mucormycosis, that is, the 
sort which holds the more detrimental rate is Rhino-orbital cerebral 
mucormycosis with about 36%, alongside Rhino-sinusitis mucormycosis 
with 24%. The Rhino-orbital mucormycosis and Pulmonary mucormy-
cosis holds about 20% and 16% respectively, while the Paranasal type 
holds the least number of cases with 4% of viability46–48 (Fig. 3). Trigger 
off mucormycosis may prompt a deadly rise and could be fatal. 

3. Rhizopus, the key player for COVID-19 associated 
mucormycosis 

Mucormycosis is driving logically throughout the world, especially 
in India. The ruling fungal genera Mucorales, especially the Rhizopus 
species is the most well-known growths found in the patients of 
mucormycosis in both diabetic and non-diabetic COVID-19 patients. 
Rhizopus species appears differently concerning some others from the 
Mucorales family.21 Since it is aseptate and making sporangiophores, it 
is remarkably quick in making and spreading sorts of molds with 
blackish and a bit of the caramel or brownish sporangia49 (Fig. 4). 
Different aspiratory mucormycosis was perceived by going to the par-
asites with septate hyphae and sporangiophores through direct micro-
scopy or despite fluorescent brighteners from clinical models like 
sputum, Bronchoalveolar Lavage Fluid (BALF), and so on also, by using 
the Lactophenol cotton blue (LCB) association in microscopy, the septate 
hyphal arrangement and the strain of hyphae were analyzed to see the 
microorganism.50,51 To confirm the assurance, non-pigmented hyphae 
showing tissue assault should show up in tissue sections stained with 
hematoxylin and eosin (HE) staining, Periodic Acid Schiff (PAS), or 
Grocott-methenamine-silver (GMS).14,50 The most notable species that 
cause mucormycosis after COVID-19 in India comprises Rhizopus oryzae, 
Rhizopus microsporous, Rhizopus arrhizus, Rhizopus homothallicus, and 
some different equally species. These developments now and again 
impact the immunocompetent, yet rather immunocompromised 
patients.21 

In patients with seriously controlled diabetes mellitus, the persis-
tently expanded blood glucose levels will provoke the debilitated 
neutrophil measure.52 The parasites increase section through internal 
breath into the paranasal sinuses and may finally spread to be the 
sphenoid sinus and immense sinus. However most instances of mucor-
mycosis are sporadic, and a sudden outburst of mucormycosis is ought to 
be lethal.53 

3.1. Clinical expressions of the disease 

Alongside COVID-19, the major cause for the increasing rate of 
mucormycosis triggered by Rhizopus spp. has been integrated with the 
upliftment of prevalence of diabetes mellitus (DM) and diabetic ketoa-
cidosis (DKA). Infectious diseases hold up to 12% of all deaths in people 
with diabetes mellitus.54–56 DM is a classical fear element for mucor-
mycosis, associated with high ailment and mortality rate in COVID-19, 
while DKA also stands as an ideal risk factor.57,58 In recent studies, 
euglycemic DKA is also being reported in COVID-19 patients.59 The 
pervasiveness of type 1 DM and DKA in COVID-19 were much higher 
compared to the type 2 DM and DKA in the general population.58 In 
addition, the utilization of immunosuppressive treatment like gluco-
corticoids and tocilizumab results in systemic immune adaptions by the 
infection that paved the way for mucormycosis contamination in pa-
tients during COVID-19.56 

Mucormycosis would also be fatal for the patients who are seriously 
immunocompromised, likewise in cancer patients or AIDS patients.21 

The infection of mucormycosis targets the region of the nose, sinuses, 
orbit, central nervous system (CNS), lung (pulmonary), gastrointestinal 
tract (GIT), skin, jawbones, joints, heart, kidney, mediastinum (invasive 
type), and abdominal portion.1,60 It is signalized by the appearance of 
hyphal invasion of sinus tissue in between a period of fewer than four 
weeks.61,62 Fever, headache, coughing, shortness of breath, bloody 
vomit and, altered mental state are all the primary symptoms of the 
disease. Moreover, congestion with the nasal release (blackish/bloody), 
confined pain on the cheekbone, partial facial pain with swelling, 
blackish discoloration above the bridge of nose or palate, loosening of 
teeth, diminished or double vision, skin lesion is the severe symptoms 
for the distinctive types of mucormycosis.9,21 

In the first instance, the expression of rhino-cerebral mucormycosis 
is compatible with either sinusitis or periorbital cellulitis and includes 
eye or facial pain with numbness, followed by the onset of conjunctival 
suffusion, blurry vision, and soft tissue swelling.63–67 Fever is inconsis-
tent and might be absent in up to half of cases; white blood cell counts 
are typically uplifted, as far as the patient has functioning bone 
marrow.64,67 Histological features include mycotic invasion of blood 
vessels, vasculitis with thrombosis, tissue localized necrosis, hemor-
rhage, and intense neutrophilic infiltrate.68 

The clinical indications of pulmonary mucormycosis include cough 
with chest pain and dyspnea.69 This facilitates the result of inhalation or 
lymphatic spread. Patients with DKA can also thrive the disease, even 
though contamination in the patients is less conventional and less vol-
atile than the infectious track that is typically seen in the patients with 
neutropenia.69,70 Otherwise, it also arises in the leukemic patients un-
dergoing chemotherapy.9 

Patients who are at an intense danger of creating cutaneous mucor-
mycosis are those with interruption of the typical defensive cutaneous 
hindrance. Typically, the factors of mucormycosis are incapable of 
nauseating intact skin. In immunocompromised and diabetic patients, 
the cutaneous lesions may also rise due to catheter insertion and insulin 
injection sites.71,72 Infected surgical dressings have also been incrimi-
nated as a source of cutaneous mucormycosis.73,74 Mucormycosis in the 
gastrointestinal tract is rare. It mainly hinders malnourished patients 
(especially infants or children) and is thought to arise from the ingestion 
of fungi.75–80 The most frequently involved sites include the stomach, 
ileum, and colon. The symptoms are varied and based on the site 
affected. Fever and hematochezia may also arise, along with lenient 
abdominal pain and distention related to nausea and vomiting are the 
best fitted well-known manifestations.81–83 
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Fig. 2. An illustrative presentation on the number of cases of Coronavirus disease 2019 (COVID-19) associated mucormycosis reported in the different States of India 
(till September of 2021). (a) The colors provided in the different geographical area represents the variation in the number of cases. (b) A schematic presentation on 
the number of deaths in different States of India due to mucormycosis. (c) Up-to-date state-wise statistical indication of COVID-19 cases along with mucormycosis 
cases of India21,22 (Link 6; Link 7; Link 8). 
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Table 2 
A precise of cases reported in India on Coronavirus disease 2019 (COVID-19) associated mucormycosis.  

Case No. Age/Sex Reported 
Area 

Occurrence 
of fungal 
colonies 
during 
microscopy 

Causative 
Agent 

Disease Type Underlying 
Disease 

Infected 
internal body 
parts 

Symptoms Clinical 
outcomes 

Reference 

Case-1 32/F Mangalore Positive Rhizopus spp. Paranasal 
Mucormycosis 

Diabetes 
mellitus, left eye 
complete ptosis, 
facial problem 

Sinus and 
orbit 

Orbital apex 
syndrome 
Rapidly lost 
eye vision 

Recovered but 
no 
improvement 
in vision 

41 

Case-2 60/M Mumbai Positive Rhizopus spp. Rhino-orbital 
Mucormycosis 

Diabetes 
mellitus, Lung 
disease 

Sinus and 
orbit 

orbital 
swelling, 
headache, 
nosebleed 

Expired 42 

Case-3 38/M Mumbai Positive Rhizopus 
oryzae 

Sino-orbital 
Mucormycosis 

Diabetes 
mellitus 

Sinus and 
orbit 

Swelling and 
pain in the left 
eye 

Recovered 5 

Case-4 72/M Hyderabad Positive Rhizopus. 
oryzae 

Pulmonary 
Mucormycosis 

Diabetes 
mellitus, 
hypertension 

Lungs Streaky 
hemoptysis 

The patient is 
not improving 

43 

Case-5 40/F Mangalore Positive Rhizopus spp. Rhino orbital 
cerebral 
Mucormycosis 

Diabetes 
mellitus 

Sinus, orbit, 
and CNS 

Swelling of the 
left eye and 
facial pain, 
rhinitis 

Recovered 15 

Case-6 38/M Bangalore Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes 
mellitus 

Orbit, sinus Right eye pain 
and chemosis 

Expired 26 

Case-7 51/F Mumbai Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes, 
Hypothyroidism 

Eye, sinus, 
and CNS 

Left side facial 
pain, nose 
block, 
periorbital 
pain, and 
headache 

Recovered 26 

Case-8 45/M Puducherry Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes 
mellitus, 
Hypertension, 
CKD 

Eye damage, 
sinus, and 
CNS 

Impairment of 
right eye 
vision 

Recovered 26 

Case-9 56/M Bangalore Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

CKD, diabetes, 
hypertension, 
hyperthyroidism 

Eye 
conjunctiva, 
brain 

Right eye 
swelling 

Expired 26 

Case-10 78/M Bangalore Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes and 
hypertension 

Sinus, orbit, 
and CNS 

Holocranial 
headache 

Expired 26 

Case-11 43/M Bangalore Positive Rhizopus 
oryzae 

Rhino- 
sinusitis 
Mucormycosi 

Diabetes 
mellitus, CLD 

Sinus, nasal 
passages, 
oral cavity, 
and brain 

Dryness and 
cresting in the 
nasal cavity 

Recovered 26 

Case-12 60/M Delhi Positive Rhizopus 
arrhizus 

Rhino- 
sinusitis 
Mucormycosis 

Diabetes 
mellitus, 
deranged kidney 
function 

Sinus and 
brain 

Periorbital 
swelling, 
chemosis, 
restricted eye 
movement 

Expired 44 

Case-13 64/M Delhi Positive Rhizopus 
microsporus 

Rhino- 
sinusitis 
Mucormycosis 

Diabetes 
mellitus, renal 
function failure 

Sinus, nasal 
passages, 
oral cavity, 
and brain 

Proptosis of 
the eye with 
Periorbital 
discoloration, 
blackening of 
the middle 
turbinate. 

Expired 44 

Case-14 67/M Not 
Reported 

Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Hypertension Cornia, 
conjunctiva, 
eyelids, optic 
nerve 
damage 

High fever, 
dizziness, 
blurred vision 

Recovered 45 

Case-15 49/M Not 
Reported 

Positive Rhizopus 
homothallicus 

Rhino- 
sinusitis 
Mucormycosis 

Diabetes 
mellitus, 
problem in 
breathing 

Sinus, brain, 
and nasal 
passages 

High fever, 
facial swelling 

Recovered 45 

Case-16 23/M Not 
Reported 

Positive Rhizopus 
oryzae 

Rhino-orbital 
Mucormycosis 

Diabetes 
mellitus, 
hypertension 

Sinus and 
orbit 

High fever, 
headache, 
periorbital 
pain, facial 
pain 

Expired 45 

Case-17 59/F Delhi Positive Rhizopus 
arrhizus 

Rhino- 
sinusitis 
Mucormycosis 

Diabetes Sinus and 
brain 

High fever, 
facial swelling, 
blackening of 
turbinate 

Recovered 45 

Case-18 62/M Positive Expired 45 

(continued on next page) 
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4. Molecular mechanism: the panoramic story of COVID-19 
associated mucormycosis 

4.1. Exposition: Preface of the story 

The attendance of Diabetes mellitus (DM), whether with or without 
Diabetic ketoacidosis (DKA), enhances the chance of acquiring mucor-
mycosis, and DM is frequently linked to enhanced COVID-19 intensity. 
Meanwhile, corticosteroid use is regularly linked with uncontrolled 
hyperglycemia and the commencement of DKA. Acidosis causes a low 
pH, which is ideal for mucor spores to grow. Furthermore, use of steroid 
decreases the phagocytic nature of WBC (both first and second-line 
defensive mechanisms), impairs bronchoalveolar macrophage inges-
tion, migration, and phagolysosome fusion, and makes a diabetic patient 
more prone to mucormycosis.22 

4.2. Crisis period of the story 

According to a well-known and established hypothesis about the 
pathogenesis of DM, elevated levels of glucose in the muscle, and adi-
pose tissue induce cellular hypoxia, endoplasmic reticulum (ER) stress, 
enhanced discharge of reactive oxygen species (ROS), free fatty acids 
(FFA), and cytokine production. Interleukin-1 (IL-1β) and tumor ne-
crosis factor (TNF) are released by hypertrophic cells in adipose tissue, 
along with different chemokines. TNF-α recruits M1 macrophages, and 

Table 2 (continued ) 
Case No. Age/Sex Reported 

Area 
Occurrence 
of fungal 
colonies 
during 
microscopy 

Causative 
Agent 

Disease Type Underlying 
Disease 

Infected 
internal body 
parts 

Symptoms Clinical 
outcomes 

Reference 

Not 
Reported 

Rhizopus 
oryzae 

Rhino orbital 
Mucormycosis 

Diabetes 
mellitus, High 
pressure 

Sinus and 
orbit 

Periorbital 
pain, blurred 
vision, and 
headache 

Case-19 43/M Not 
Reported 

Positive Rhizopus 
oryzae 

Pulmonary 
mucormycosis 

Diabetes 
mellitus, 
problems in 
renal area 

Lung Facial 
swelling, 
infection in the 
lung, high 
fever 

Recovered 45 

Case 20 32/M Hyderabad Positive Rhizopus 
arrhizus 

Pulmonary 
Mucormycosis 

Diabetes 
mellitus 

Lung High fever, 
nasal tract 
infection, 
headache, 
infection in 
lung 

Recovered 45 

Case-21 60/M Mumbai Positive Rhizopus 
oryzae 

Rhino orbital 
Mucormycosis 

Diabetes 
mellitus 

Sinus and 
orbit 

Periorbital 
pain, blurred 
vision 

Expired 22 

Case-22 55/M Chandigarh Positive Rhizopus spp. Pulmonary 
Mucormycosis 

Diabetes 
mellitus, End- 
stage kidney 
disease 

Lung Facial 
swelling, 
infection in the 
lung, high 
fever 

Recovered 22 

Case-23 59/M Delhi Positive Rhizopus spp. Rhino 
sinusitis 
Mucormycosis 

Diabetes 
mellitus, High 
pressure, 
Coronary artery 
disease 

Sinus and 
brain 

High fever and 
facial swelling, 
blackening of 
turbinate 

Expired 25 

Case-24 56/M Bangalore Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes 
mellitus 

Cornia, 
conjunctiva, 
eyelids, optic 
nerve 
damage 

Right eye pain 
and gradual 
loss of vision 

Loss of follow 
up 

26 

Case-25 37/M Not 
Reported 

Positive Rhizopus 
oryzae 

Rhino orbital 
cerebral 
Mucormycosis 

Diabetes 
mellitus 

Cornia, 
conjunctiva, 
eyelids, optic 
nerve 
damage 

Pain and 
bleeding from 
gums 

Recovered 26 

M: Male, F: Female, CKD: Chronic kidney disease, CLD: Chronic liver disease, CNS: Central nervous system. 

Fig. 3. An evanescent theory on the types of mucormycosis presenting their 
efficacious side on the Coronavirus disease 2019 (COVID-19) associated 
mucormycosis patients. The diagram represents rhino-orbital cerebral (36%) 
mucormycosis is the highest reported type in India followed by the rhino orbital 
(20%), pulmonary (16%), and paranasal (4%).21,22 
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its activation produces more pro-inflammatory cytokines (most notably 
IL-1β) that cause chronic inflammation and the employment of addi-
tional M1 macrophages. FFA is also detected by TLR in the tissue cells, 
initiating JNK-AP-I and IKK-NFKB signalling.84–86 The utterance and 
discharge of pro-inflammatory cytokines are enhanced consequently, 
which promotes the native inflammatory state. In diabetes individuals, 
M1 macrophages infiltrate the tissue, producing a pro-inflammatory M1 
macrophage response rather than a regulating M2 macrophage 
response. Because M2 macrophages seem to be better able to trigger and 
then destroy fungal cells, penetration of diabetic tissue with M1 mac-
rophages could provide to Rhizopus spp. impedance to phagocytosis.87 

Several cellular level injuries like endothelial damage, endotheliali-
tis, lymphopenia, thrombosis, and a drop-down in the degree of CD4+, 
CD8+, and T-cells levels are frequently caused by COVID-19 which is 
ultimately putting the patient at risk of secondary or opportunistic 
fungal infection.22 

Proteins like ferritin and transferrin show excessive glycosylation 
due to the effect of hyperglycemia which ultimately reduces their iron 
affinity.88 Furthermore, the low pH environment in the blood vessels 
severely limits transferrin’s ability to chelate iron in the presence of an 
acidotic state triggered by the generation of ketone bodies (e.g., 
β-hydroxybutyrate [BHB]).89 Thus, the availability of the free iron in the 
blood vessel is triggered and a combined effect of free iron, glucose, and 
BHB activates the hyphal expansion of the fungus.90,91 

The fasting condition induced by a lack of insulin causes the catab-
olism of amino acids and triacylglycerols (TAGs), deposited in adipose 
tissue to become active as an energy source in diabetic patients. In 
serum, due to limited lipolysis, the concentrations of free fatty acids and 
glycerol, are much higher whereas the concentration of alanine is much 
higher due to muscle catabolism. Excess glucagon and insulin insuffi-
ciency stimulates gluconeogenesis, which uses those alanines and glyc-
erol as substrates. Glucagon also advances the transformation of free 
fatty acids to ketones in the mitochondria. Insulin inhibits the transfer of 
the derivatives of free fatty acid to the matrix of mitochondria in normal 
conditions, but ketogenesis continues in the deficiency of insulin.85 

Numerous ketone bodies are produced by virtue of TAG metabolism, 
influencing serum pH and causing the malfunction of numerous serum 
enzymes. Few instances, such as hemoglobin and transferrin, remain 
protonated and unable to transport Fe+3 at a pH of 6.88–7.3, resulting in 
a higher amount of Fe+3 accessible in serum in diabetic patients. 
Rhizopus has a ketone reductase enzyme that enables the fungus to 
develop in this acidic condition apart from using the free Fe+3 in these 
patients.92,93 The acidosis produced by Rhizopus spp. affects other host 
enzymes, which hold a direct impression on chemotaxis and phagocy-
tosis. Reduced iron levels have also been shown to promote the M1 
pro-inflammatory LPS-induced response, suggesting that additional 
mechanism contributes to the dissemination of an adverse feedback to 
fungal allowance.94 

Fig. 4. Microscopic view of Rhizopus spp. under Lactophenol cotton blue (LCB) mount. (a–b) Compound microscopic view of Rhizopus sp. showing columella and 
brownish sporangia under ca.×100 and ca.× 450 magnification, respectively. (c) Compound microscopic view of Rhizopus sp. showing the hyphal region under 
ca.×100 magnification. (d) Compound microscopic view of Rhizopus sp. showing sporangiospores under ca.×450 magnification. 
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4.3. Rising period of the story 

Free iron is another excellent resource for mucormycosis. According 
to several studies, iron plays a major function in Rhizopus and it is taken 
from the host via two methods, either siderophores (iron chelators) or 
high-affinity iron permeases.95–98 Fungi battle with the host for the free 
iron in the siderophore system. Intrinsic and extrinsic siderophores are 
the two major types of fungi siderophores. Speaking of Rhizopus, both 
forms of siderophores are utilized. The major intrinsic siderophore, 
found in Rhizopus, is Rhizoferrin. It absorbs iron from outside the cell 
environment via a receptor-conciliated and energy-reliant method. 
Thirteen potential siderophore permeases are found after the 
genome-sequencing investigation of R. oryzae which could act as re-
ceptors for different siderophores. According to numerous protein 
crystallography experiments, rhizoferrin has a diaminobutane backbone 
connected to two citric acid residues with an R, R arrangement encir-
cling a chiral centre.57,99 

Another consideration for a better phagocytic response is reactive 
oxygen species (ROS). Owing to insulin resistance, hyperglycemia per-
sists in people with diabetes, and in an attempt to lower glucose levels, 
glucose metabolism and secondary lipolysis are elevated via oxidative 
phosphorylation. Low pH in patients with diabetic ketoacidosis (DKA) 
makes more vulnerability to mucormycosis as a result of the summed-up 
oxidative climate which influences glutathione to remodel through the 
GSH/GSSG compound cycle. Advanced glycation end products (AGEs) 
and ROS produced by enhanced glucose metabolism cumulate in organs 
and tissues, causing typical micro and macrovascular changes in dia-
betic patients directing to an enlarged vulnerability to a Rhizopus 
infection.100,101 Due to inadequacy of the cofactor NADPH, down-
regulation of the major antioxidant system of glutathione (GSH/GSSG), 
which is the prime requirement for the reconstruction of reduced 
glutathione, ultimately reduces the ability of the patient to control the 
oxidative stress. The polyol route for glucose metabolism consumes 
NADPH quickly, resulting in a deficit of NADPH. Oxidative stress trig-
gers inflammation through the NF-kB and TLR receptors, resulting in a 
long-term chronic inflammatory state.57,101 

4.4. The climax of the story: The interaction between GRP78 and CotH3 

In transformed fibroblasts, the production rate of a particular protein 
was increased when the reduction of glucose was caused. Later on, that 
particular protein was discovered as glucose-regulated proteins (GRPs). 
GRP78 or glucose-regulated protein has a molecular weight of 78-kDa, 
was first identified as a heat shock protein that has a role in stress- 
related responses.102 It is also known as immunoglobulin-binding pro-
tein (BiP) or HSP5a and is mostly found in the lumen of the endoplasmic 
reticulum (ER) and produced in mammalian cells. The HSP5a gene, 
which is found on chromosome 9q34, encodes GRP78. GRP78 is mostly 
found in the ER, although it has also been found in the cytoplasm, 
mitochondria, nucleus, plasma membrane, and secreted, even though it 
is primarily responsible for engaging endogenous cytoprotective mech-
anisms.103 The nucleotide-binding domain (NBD) or ATPase and 
substrate-binding domain (SBD) or protein/peptide-binding domains 
are the two main functional domains of GRP78.104–106 The function of 
this protein is controlled by the allosteric ATPase cycle in which the 
binding with ATP and hydrolyzation of ATP is performed by NBD 
whereas the SBD performs the job of bindings with poly-
peptides.104,105,107 GRP78 has long been believed to be a molecular 
chaperone having a place with the HSP70 family that directs the 
unfolded protein reaction (UPR) to control ER stress and assumes a 
critical part in protein collapsing and quality control, just as misformed 
protein degradation.108,109 

GRP78 expression has recently gained importance due to its trans-
location to the cell membrane’s surface (csGRP78) during ER stress,110 

where it serves as a receptor and regulator in cell indicating by forming 
complexes with extracellular ligands and proteins attached to the cell 

surface.111–113 Recent Research reveals that hyperglycemia behaves like 
a stress trigger in ER which simultaneously initiates the overexpression 
of the GRP78 protein, based on the glucose concentration. MTJ-1 
chaperone-mediated mechanism helps to translocate these GRP78 pro-
teins from the ER to the cell surface.114 Likewise, overexpression of 
csGRP78 has been found to play a crucial role as an entrance receptor for 
various pathogens, including the Ebola virus, Dengue virus, Coxsack-
ievirus, and the new SARS-CoV2 virus, and other viruses and Rhizopus 
spp. as well.115–117 

Rhizopus spp. interact with various receptors of epithelial cells of 
alveolar and nasal origin. When Rhizopus spp. infect nasal epithelial 
cells, csGRP78 is overexpressed, but not in alveolar epithelial cells. In 
addition, it was discovered that Rhizopus spp. interrelate with alveolar 
epithelial cells by binding to integrin-1 rather than csGRP78. Subcellular 
factors, like iron, glucose, and DKA trigger the excessive production of 
csGRP78 only in nasal epithelial cells and subsequently enhance the 
pathogenicity of Rhizopus spp.57 

Following the discovery of GRP78 as a required receptor for the in-
vasion of the species of Mucorales,115 the hunt for a possible ligand led 
to the discovery of CotH in Mucorales.116 As a result, in a wide spectrum 
of Mucorales species, the utterance of the CotH1, CotH2, and CotH3 
genes has been identified. Nonetheless, research data has suggested that 
CotH3 is mostly produced in R. oryzae germinations and has a better 
ability to attach and so penetrate endothelium and nasal epithelial cells 
in the DKA environment.95,116,118,119 On the other hand, CotH7 is the 
primary ligand that interrelates with integrin-1 of alveolar epithelial 
cells in the pulmonary mucormycosis, and it is not closely linked to 
CotH3 (50% amino acid identity).118 

In Mucorales, csGRP78 binds particularly with spore coating ho-
molog proteins (CotH), facilitating invasion and injury to endothelial 
cells.115,116,118,119 By nature, CotH protein is a type of protein kinase and 
a member of a vast family of spore coating proteins. It has diversified 
functions. It is essential for protein assembly in the inner layer of the 
spore-coat. During sporulation, this protein is produced and shows its 
activity. ATP-dependent autophosphorylation and successive phos-
phorylation of serine residues of CotG and CotB proteins regulate its 
activity. The half-life of CotH is only four to 5 h. Its concentration drops 
quickly when the structural gene’s transcription is turned off. Recent 
findings show its essential role in spore germination of many human 
pathogens like spore-producing fungi such as Rhizopus oryzae and the 
expression of many bacterial strains like Bacillus anthracis.116,120,121 

The appearance and interaction of GRP78 and CotH leads to 
increased fungal interference and consequent endothelial injury in 
vitro.91,115 As the iron chelation fused with pH reversal by sodium bi-
carbonate protects endothelial cells from Rhizopus-mediated invasion 
and injury,91 it emerges that BHB-related acidosis has a straight effect on 
both GRP78 and CotH expression and an indirect effect by compro-
mising transferrin’s ability to chelate iron. Importantly, host cells with 
higher BHB, produced as a result of DKA, have lower blood pH, higher 
accessible serum iron, higher GRP78 expression in focussed organs (e.g., 
lungs and sinuses), and are more susceptible to mucormycosis.91,115 

Thus, the extraordinary affectability of DKA patients to mucormy-
cosis is clarified by the special communications of GRP78 and CotH 
proteins, just as their expanded articulation under hyperglycemia and 
ketoacidosis. Treatment with anti-GRP78 or anti-CotH antibodies pro-
tects DKA and neutropenic mice against mucormycosis, emphasizing the 
relevance of GRP78/CotH protein interactions in the progress of 
mucormycosis.115,116,122 The discovery that reversing ketoacidosis in 
Rhizopus-infected animals by administering sodium bicarbonate (instead 
of insulin) enhances survival is also potentially clinically relevant.91 

Reversal of accelerated fungal expansion, reconstruction of immune 
function, and terminating of fungal invasion of host tissues are thought 
to be the causes of this protection. The activity of GRP78/CotH in-
teractions in the neutropenic host, the other main patient category prone 
to mucormycosis, is currently unknown.122,123 
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4.5. Falling action of the story 

The processes that increase the interaction of invading fungus with 
endothelial/epithelial cells are beginning to gain a toehold, and they 
represent a key stage in the pathogenesis of diabetes-associated 
mucormycosis.115,116,118 Thus, the DKA environment, high glucose, 
iron, and Bhydroxy butyrate (BHB) as the vital ketone body promote 
fungal development by promoting CotH3 expression.124 The surface 
translocation of the GRP78 protein, which copes with endoplasmic re-
ticulum stress occurred by hyperglycemia and an acid milieu, assists a 
tissue stage favorable to Rhizopus spp. establishment. Iron is released 
from sequestrated protein transferrin by glycosylation mechanisms in 
the same tissular niche. As a result, high glucose concentrations, free 
iron availability,125 and acerbic microenvironment boost CotH expres-
sion on the fungal cell surface facilitating GRP78/CotH3 contact for 
endothelial/epithelial invasion and fungal spread.124 The fungus must 
interrelate with its basement membrane after infecting the apparent 
nasal epithelium because the spores and stem cells from germ tubes 
adhere to extracellular matrix constituents. The scrutiny of Rhizopus spp. 
sticking to plates coated with collagen IV and laminin supports this 
theory.126 

4.6. Resolution: The final consequences 

Meanwhile, endothelial cells keep on creating GRP78 in all cubicles, 
and the hypha can connect with these proteins on the basal side where 
the existence of reticulin filaments is surpassed, permitting it to secure 
and outdo this region to later collaborate with GRP78 communicated on 
endothelial cells’ luminal surface. When fungi become actualized in the 
lumen of blood vessels, they activate the extrinsic coagulation pathway, 
which causes cell injury and, as a result, the thrombus formed. This 
causes ischemia and prolonged hypoxia, resulting in tissue infarction 
and necrosis (Fig. 5). Finally, the microenvironment has changed and 
the disease has been established on the body.57 

5. Proposed modes of investigation for COVID-19 associated 
mucormycosis 

To date, there are no pathognomonic hematologic changes. Elevated 
white blood cell counts and acute-phase reactant levels indicate the 
abnormalities that are found reflect underlying predisposing conditions 
(e.g., diabetic ketoacidosis) and general indications of fungal infection. 
Blood cultures are virtually always negative. Plain orbit or sinus radi-
ography is not a reliable investigation for this disease.95,127 

Computed Tomography (CT) analysis indicates the extent of orbital 
and cranial involvement and progression of the disease. Magnetic 
resonance imaging (MRI) is also helpful by showing T2-weighted MR 
images, which demonstrate intracerebral extension while on the other 
hand, contrast-enhanced MRI scans give us a demonstration of the 
perineural spread of disease.128 

Angiography or surgical exploration is necessary for areas of 
anatomic complexity. Biopsy with histopathologic examination remains 
the most sensitive and specific modality for definitive diagnosis. 
Microscopic investigation shows that aseptate hyphal elements of the 
species belong to the order Mucorales are wide (ranging from 6 to 30 
μm), thick-walled, ribbon-like, and showing branch at right angles,42 

whereas the hyphae of Aspergillus and, Fusarium are comparatively 
thinner, highly septate and showing branch at acute angles (Fig. 6). The 
width of the fungus and its ribbon-like shape are the most distinctive 
characteristics for identifying mucormycosis.129,130 Schiff or hematox-
ylin and eosin staining can be used to better visualize the Mucorales; 
they do not stain as well as methenamine silver.130 

Histopathology is used to identify the Mucorales, but species iden-
tification is limited to culturing. Imaging techniques are used to inves-
tigate the condition’s advancement and severity. For example, fungal 
sinusitis that is different from bacterial sinusitis is the most usual finding 

on CT or MRI scans of the head and sinuses of a patient with rhino- 
orbital mucormycosis. MRI is more sensitive (by approximately 80%) 
than CT in the detection of orbital and CNS disease.131 Nasal endoscopy 
is an excellent diagnostic method for determining the presence of 
mucormycosis, while the MRI findings are very useful and significant to 
show the spread of mucormycosis in different regions as a supportive 
example to make it clinically significant but these findings will be 
varying according to the case-by-case basis (Fig. 7). 

The polymerase chain reaction (PCR) is used as a current diagnostic 
tool in the research of mucormycosis,132 however, it has not yet been 
licensed by the U.S. Food and Drug Administration (FDA) for this pur-
pose and it is a rare find.9 

6. Current therapeutics for COVID-19 associated mucormycosis 

As significant trouble, the prevalent COVID-19 spreads world-
wide.25,133 While various treatment options are estimated, at that time 
systemic glucocorticoids are shown to enhance the survival rate of 
COVID-19.25,134 Glucocorticoids are not too expensive, available 
widely, and are shown to decrease fatality in COVID-19 patients with 
hypoxemia.9,25 Unfortunately, the extensive use of glucocorticoids can 
develop secondary fungal infections like mucormycosis.25 The medical 
diagnosis of mucormycosis requires treatment quickly, as the fungal 
invasion advances rapidly.50,135–137 Simultaneously, the therapeutics of 
mucormycosis should be established as soon as possible, to reverse un-
derlying risk factors.138 

Surgical debridement (FESS or Functional Endoscopic Sinus Surgery 
is a minimally invasive technique used to restore sinus ventilation and 
normal function and/or orbital exenteration) not only decreases the 
burden of the disease but also permits better percolation of intravenous 
medical drugs. It reduces further disease spreading and permits to allow 
intraoperative diagnosis of necrotic tissue with applicable characteris-
tics to provide the sample for microbiological and histopathological 
confirmation.139,140 But prompt initiation of medication therapy and 
instant reversal of underlying risk factors are always the better alter-
natives to surgical debridement because it is crucial to maintain a high 
index of suspicion in patients who are at risk for mucormycosis at all 
times.138 

Antifungals can also play an important role along with surgical 
debridement. The guidelines, accepted globally in 2019 for the man-
agement and diagnosis of mucormycosis by Mycoses Study Group Ed-
ucation and Research Consortium (MSGERC) and the European 
Confederation of Medical Mycology (ECMM) strongly prescribe surgical 
treatment if possible with the addition of systemic treatment of anti-
fungals..141 Liposomal Amphotericin B, Posaconazole and Amphotericin 
B lipid complex oral suspension can be treated as first-line antifungal 
agent monotherapy and Isavuconazole can be assisted like salvage 
therapy.141,142 Irrigation of sinuses and orbit with(1 mg/ml) Ampho-
tericin B improves the local drug concentration and is shown to enhance 
outcomes.143 Intra-orbital and Retrobulbar injection in respect to 
Amphotericin B are also given in those patients who have no ability for 
surgical debridement (the dose of anesthesia along with retrobulbar 
injection is 1 ml of three 3.5 mg/ml).139,143,144 The recent guideline of 
MSGERC and ECMM for mucormycosis management recommends 
liposomal amphotericin B (L-AMB), the dose is 5–10 mg/kg every 
day.141,145 Adults and children are often administered to treat mucor-
mycosis at start-up doses of 1 mg/kg daily for Amphotericin B deoxy-
cholate (d-AMB) and 5 mg/kg daily for L-AMB and Amphotericin B lipid 
complex (ABLC).127 The dose of 5 mg/kg is used to recommend when 
the implication of the nervous system is absent.25,141 Amphotericin B 
has potential renal toxicity so that the dosage should be adjusted be-
tween 0.5 mg/kg/day and 1.5 mg/kg/day by the condition of the patient 
as well as disease. Hyperbaric oxygen (HBO) therapy should also be used 
in case of aggressive infection.9 

For the hyperglycemic patient, the early treatment of liposomal 
amphotericin B and if necessary surgical treatment is needed. 
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Hyperglycemia is annoyed with COVID-19 effective therapy, namely 
glucocorticoids. Multi-organ dysfunction and co-existing Acute Respi-
ratory Distress Syndrome (ARDS) prevent timely testing and diagnostic 
imaging.25,34 The hospitals are overburdened by patients of COVID-19, 
and diagnostics after those surgeries can be curtailed significantly.34 

Hence, the mortality of COVID-19 associated mucormycosis may higher 
than non-COVID patients with mucormycosis because of the immuno-
suppressed condition of the patient, presence of acute hyperglycemia, 
and necessarily use of glucocorticoids to treat the severity of 
COVID-19.49,146,147 Thus, in moderate COVID-19 cases (absence of hy-
perglycemia), the huge dose of glucocorticoid utilization must be avoi-
ded. Hence, the judicial considerable use of glucocorticoids in COVID-19 
cases is necessary because this aggravates the hyperglycemia condition 
and advances the formation of diabetes ketoacidosis. Apart from this, in 
COVID-19 treatment, there is also an increment of D-Dimer as a product 

of cross-linked fibrin (inappropriate blood clot or thrombus formation). 
To treat the inappropriate formation of thrombus, the immunomodu-
latory drug tocilizumab is using, which also unluckily, promotes the 
mucormycosis infection.68 Therefore, the use of drugs like tocilizumab 
which are targeting the immune pathways is discouraged without any 
transparent benefit.25,148 Moreover, the virus causes the dysregulation 
of the immune system and as a result, using consistent immunomodu-
latory medical drugs like tocilizumab can further raise this dreadful 
infection in the patients of COVID-19 disease.25,148,149 So, it is necessary 
to use judicially under intense monitoring of the patient to detect an 
early fungal infestation.138 

7. Conclusion 

The recurrence of mucormycosis, opportunistic microorganisms has 

Fig. 5. Diagram pictured the planned mechanisms for the immunopathogenesis of COVID-19 assisted mucormycosis in the immunocompromised diabetic indi-
vidual22,57,124 (Created with BioRender.com). (a) In COVID-19 severity, (b) uncontrolled diabetes mellitus and overdrive of Corticosteroid drugs increases the 
vulnerability to Mucorales infection due to diabetic ketoacidosis (DKA) and hyperglycemia. (c) An elevation in the glucose level of the adipose tissue induces 
endoplasmic reticulum (ER) stress, cellular hypoxia, enhanced discharge of free fatty acids (FFA), reactive oxygen species (ROS), and generate cytokine storm. (d) A 
diversified range of the cytokines like interleukin-1 (IL-1β), tumor necrosis factor (TNF), and various types of chemokines are released to the cellular hypoxic 
environment. (e) These cytokines especially TNF-α recruits the proinflammatory M1 macrophages and (f) inhibits the activity of anti-inflammatory M2 macrophages. 
(g) The activated M1 macrophage again discharges more pro-inflammatory cytokines like IL-1β, FFA and generates ROS. (h) These FFA are also detected by TLR-4 in 
the tissue cells, initiating JNK-AP-I and IKK-NFkB (nuclear factor-kappa B) signalling. (i) Simultaneously, diabetic ketoacidosis (DKA) causes a low pH environment 
which ultimately enhances the cellular H+ ion level. (j) Due to the activity of hyperglycemia, iron-scavenging proteins like ferritin and transferrin show increased 
glycosylation in the blood vessel, which lowers their iron affinity. (k) Furthermore, in the attendance of an acidotic condition promoted by the creation of ketone 
bodies (e.g., β-hydroxybutyrate [BHB]), the low pH environment in the blood vessels substantially restricts transferrin’s ability to chelate iron. (l) As a result, the 
accessibility of free iron in the blood vessel is stimulated whereas (m) the counts of IFN-γ, CD4+, CD8+, and T-cell are sharply declined. (n) A combination of free 
iron, glucose, and BHB triggers epithelial fungal adhesion and tissular hyphal growth or opportunistic fungal infection. (o) This combination causes a stress response 
in ER, which drives to overexpression of the GRP78 protein. (p) The MTJ-1 chaperone aids in the translocation of GRP78 proteins from ER to the cell surface. (q) 
Fungi battle with the host for the presence of iron in the siderophore system. (r) High glucose concentrations, free iron availability, and an acid microenvironment 
boost CotH expression on the fungal cell surface, facilitating GRP78/CotH3 contact for epithelial/endothelial invasion and fungal spread. (s) The connection between 
GRP78 and CotH is additionally aided by ROS, FFA, and cytokines. (t) Meanwhile, endothelial cells pursue to generate GRP78 in all partitions, and the hypha can 
connect with these proteins on the basal side and become internalized in the lumen of blood vessels. (u) They produce cell damage, thrombus formation, ischemia, 
prolonged hypoxia, tissue infarction, and finally necrosis by activating the external coagulation pathway. 

Fig. 6. Compound microscopic view of different types of fungal species. (a–b) Compound microscopic view of Aspergillus sp. showing perpendicular hyphal 
branching pattern under ca.×100 and ca.× 450 magnification, respectively. (c-d) Compound microscopic view of Fusarium sp. showing conidia with conidiospores 
and dichotomous hyphal branching pattern under ca.×100 and ca.× 450 magnification, respectively. (e-f) Compound microscopic view of Rhizopus sp. showing 
perpendicular hyphal branching pattern under ca.×100 and ca.× 450 magnification, respectively. 
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expanded altogether in the previous twenty years. This study gives an 
overview of comparative cases of different countries, along with the 
implications of the disease. The rise in mucormycosis emerges to be the 
result of certain factors including diabetes, uncontrolled use of gluco-
corticoids (which raises blood glucose, free iron that advances the 
probable fungal infection), and COVID-19 infection (cytokine storm, 
neutropenia, endothelial cell surface injury). The involvement between 
the fungal species of Rhizopus and the endothelial cells has also been 
featured. The mechanism concerning the pathogenesis of the disease has 
been comprehended and would initiate a vital role in future elevation. 
Recent tentative regimens for the treatment of mucormycosis comprises 
the usage of Amphotericin B and Isavuconazole. The administration of 
therapeutic substances should be closely managed to obtain a thera-
peutic impact at the moderate possible dose and for the shortest possible 
duration under keen observation. In the future, an improved establish-
ment of the criteria regarding the diagnosis for COVID-19 associated 
mucormycosis is required including the radiological patterns of COVID- 
19 and the difficulty of isolating Rhizopus spp. Finally, rapid diagnosis 
and surgical debridement are considered to be the keystone for this life- 
threatening disease. 
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A B S T R A C T   

The COVID-19 outbreak sparked by SARS-CoV-2, begat significant rates of malady worldwide, where children 
with an abnormal post-COVID ailment called the Multisystem Inflammatory Syndrome (MIS-C), were reported by 
April 2020. Here we have reviewed the clinical characteristics of the pediatric patients and the prognosis 
currently being utilized. A vivid comparison of MIS-C with other clinical conditions has been done. We have 
addressed the probable etiology and fundamental machinery of the inflammatory reactions, which drive organ 
failure. The involvement of androgen receptors portrays the likelihood of asymptomatic illness in children below 
adolescence, contributing to the concept of antibody-dependent enhancement.   

1. Introduction 

The COVID-19 pandemic generated by Severe acute respiratory 
syndrome coronavirus 2 has swiftly expanded globally with about 18 
million confirmed reports by August 2020, after a multitude of pneu-
monia occurrences resulting from unexplained causes was formerly 
detected in Wuhan (China) in December 2019. Children generally ac-
count for a tiny percentage of COVID-19 instances. However, there is 
confusion regarding the real disease risk of adolescents and children, 
due to asymptomatic illness, inadequate examination of diagnostically 
quiet or moderate cases, or doubts about the accuracy of existing testing 
protocols.1 In children, COVID-19 hospitalization was uncommon, 
contributing to only 0.1% of all fatalities.2 But between April 2020, and 
July 2020, there has been an upsurge in the incidence of a Kawasaki-like 
disease in youngsters by 30 times. Pediatricians in the United Kingdom 

initially declared a group of children having fever, cardiovascular shock, 
and hyper inflammation in April 2020, with symptoms that were iden-
tical to those of Kawasaki Disease, cytokine storm, or toxic shock syn-
drome on the grounds of clinical studies recorded from United States, 
United Kingdom, Italy, Switzerland, and France.3 The ailment was 
named “pediatric inflammatory multisystem syndrome temporally 
associated with SARS-CoV-2” by the Royal College of Pediatrics & Child 
Health. Next, the Centers for Disease Control and Prevention in the 
United States and the World Health Organization issued their separate 
case definitions for the ailment, renaming it as a multisystem inflam-
matory syndrome in children.4,5 Scientists have named it profusely like 
“Kawashocky”, “Coronasacki”, “hyperinflammatory shock in children 
with COVID-19′′, “pediatric COVID-19′′, “Pediatric COVID-19 Associ-
ated Inflammatory Disorder” and many more because it’s a novel illness. 
Reports have been identified where, 15 children, 2–15 years old in the 

Abbreviations: SARS-COV-2, Severe Acute Respiratory Syndrome Coronavirus 2; KD, Kawasaki Disease; PIMS-TS, Pediatric Inflammatory Multisystem Syndrome 
Temporally Associated; CDC, Centres for Disease Control and Prevention; PCAID, Pediatric COVID-19 Associated Inflammatory Disorder; MIS-C, Multisystem In-
flammatory Syndrome in Children; RT-PCR, Real Time- Polymerase Chain Reaction; PPT, Prolonged Prothrombin Time; LVEF, Left Ventricular Ejection Fraction; 
ARDS, Acute Respiratory Distress Syndrome; CRP, C-reactive protein; BNP, Brain Natriuretic Peptide; TNP, Tumour Necrosis Factor; TSS, Toxic Shock Syndrome; 
SHLH/MAS, Secondary Hemophagocytic Lymphohistiocytosis/Macrophage Activation Syndrome; IVIG, Intravenous Immunoglobulin; PTT, The Prothrombin Time 
Test; ESR, Erythrocyte Sedimentation Rate; ACE2, Angiotensin-Converting Enzyme-2; TMPRSS2, Transmembrane Protease, Serine 2; TTSPs, Type II Transmembrane 
Serine Protease; AR, Allosomal Androgen Receptor; ADE, Antibody-Dependent Enhancement; NLRP3, NLR family Pyrin Domain Containing 3. 
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United States with MIS-C were shifted to the intensive care unit, 102 
youths with identical symptoms, were recorded in New York many of 
whom tested positive for SARS-CoV-2 infection.3,6,7 4196 MIS-C Patients 
and 37 MIS-C deaths, both meeting MIS-C case definitions were 
confirmed to the CDC by June 28, 2021,.8 Some organs and tissues, 
including the heart, lungs, blood vessels, kidneys, digestive system, 
nervous system, skin, and eyes, become severely inflamed in children 
who acquire MIS-C. The signs and symptoms vary depending on which 
body parts are affected.2,3,9–13 It remains evident whether it is a 
post-sepsis or delayed infectious consequence or is chiefly connected 
with SARS-CoV-2 infection, although the recent epidemiologic accounts 
are extremely provocative of a relationship. 13 

2. Patient demographics 

The demographic analysis deals with the assessment of the popula-
tion, based on variables such as age, race, and sex. Several studies under 
the present body of knowledge and close monitoring of MIS-C patients 
have led to a subjective result of the appearance of this syndrome in 
children.  

• Patients with MIS-C had a median age of 9 years. Between the ages of 
5 and 13, half of the children with MIS-C were diagnosed. In other 
studies, the range of age is from 7 months to 20 years, with the 
highest proportion occurring in youths under the age of 21. 4,8,9,13  

• Early findings showed males may be highly represented, same as KD. 
MIS-C has yet to demonstrate a definite gender preference, but only a 
small male preponderance is found in six investigations. Sixty 
percent of reported patients were male, according to instances re-
ported to the CDC on or before June 28, 2021,.4,8,14–20 

• Many studies have found that MIS-C has a significant impact on Af-
rican American, African/Afro-Caribbean, and Hispanic youngsters. 
African/Afro-Caribbean children constituted the largest fraction of 
the cases in European research with relevant race/ethnicity data, 
ranging from 38% to 62% of MIS-C patients. The African American 
and Hispanic were around 18–40% and 24–45% respectively among 
the MIS-C affected children, in one of the U.S. reports. And, till June 
2020, 62% of all cases confirmed to the CDC consisted of Hispanic 
children or Latino (1246 cases) or Black, Non-Hispanic (1175 
cases).4,8,10,14,21–25 

• Cases recorded at CDC till June 2020 show that 99% of MIS-C suf-
ferers tested positive for SARS-CoV-2, the rest 1% of patients might 
have gotten into touch with a COVID-19 infected patient.8 In a 
separate US analysis with 577 MIS-C patients, 52% had a positive 
SARS-CoV-2 Real Time-Polymerase Chain Reaction test result, 45% 
were solely SARS-CoV-2 antibody positive, 31% were positive for 
both, and an antibody test was not conducted in 19% of the cases.10 

Out of 29 patients in a finding, SARS-CoV-2 Polymerase Chain Re-
action tests yielded positive results in 10 cases, while SARS-CoV-2 
immunoglobulin G assays yielded positive results in 19 patients.26 

In these children, the initial COVID-19 infection is nearly often 
moderate or asymptomatic.27  

• Feldstein et al. spotted that 73% of MIS-C affected patients were 
priorly healthy in case reports of 186 individuals.16 A vast majority 
of studies found almost no comorbidities. Obesity and a history of 
asthma have been the most frequent comorbidities in individuals 
who did possess past medical issues across studies, with autoimmune 
illness, long-term lung ailment, diabetes, cancer, congenital heart 
disease, and neurological disorders as fundamental 
detections.4,14,15,18,21–23,28 

2.1. Case definition of MIS-C 

The WHO has published the case-definition MIS-C, where the 
following six criteria are to be fulfilled.  

1. Age 0–19 years  
2. Fever for ≥3 days  
3. The clinical indication of the involvement of multiple organ systems 

(At least 2 of the mentioned manifestations) 
i. Erythema, bilateral non-purulent conjunctivitis, or mucocuta-

neous or dermatological inflammation signs on mouth, hands, or 
feet.  

ii. Hypotension or shock 
iii. Cardiac disability, pericardial inflammation, coronary anoma-

lies, or valvulitis (including echocardiographic findings or 
elevated troponin/brain natriuretic peptide) 

iv. Presence of coagulopathy (prolonged prothrombin time; ampli-
fied D-dimer)  

v. Acute gastrointestinal symptoms (diarrhoea, vomiting, or 
abdominal pain) 

4. Inflammation markers that are elevated (namely, erythrocyte sedi-
mentation rate, C-reactive protein, or procalcitonin).  

5. Other microbiological causes of inflammation, like bacterial sepsis 
and staphylococcal/streptococcal toxic shock syndromes are not 
identified.  

6. Reports testing positive for present or past SARS-CoV-2 pathogenesis 
by RT-PCR, antibody, or antigen test; or interaction with a person 
infected with COVID-19. 1,4,11–13,27 

CDC also has a separate case definition that focuses on evidence of 
clinical symptoms involving several organs.4,27,29 

3. Clinical manifestation 

Knowledge revolving around the clinical condition of MIS-C patients 
is unfolding day by day.11 As a significant percentage of SARS-CoV-2 
infections has escaped diagnosis, the overall population of children 
residing in the danger for MIS-C is unclear, owing to the possibility of 
asymptomatic or paucisymptomatic infections.4 Based on a temporal 
link of SARS-CoV-2 invasion with MIS-C, the average time between 
primary infection and the incidence of MIS-C symptoms, in children 
with a recorded history of confirmed or suspected COVID-19 infection, is 
two to six weeks.4,29 The establishment of a severe inflammatory state is 
one of the major symptoms of MIS-C including, spiking and persistent 
fever (>39◦C-40 ◦C) with severe asthenia for a few couples of days, 
myalgia, swollen hands or feet, and multisystem damage 
(Fig. 1).3,4,6,9,11,14,27–29 

3.1. Cardiovascular symptoms and image finding 

Patients initially felt chest pain, with an average delay of 6 days 
between the outset of clinical symptoms and the outset of heart failure 
symptoms. They experienced cardiogenic shock upon their entry to the 
pediatric intensive care unit and were provided with inotropic sup-
port.11,20,30 All of the investigations found cardiac abnormalities using 
echocardiography or electrocardiography, highlighting the appearance 
of myocardial dysfunction.4 Echocardiography revealed depressed sys-
tolic function, with left ventricular ejection fraction of <55% (moderate 
dysfunction) and sometimes <30% (severe dysfunction),19,21,30 peri-
carditis (pericardial effusion) and myocarditis, atrioventricular valve 
regurgitation, cardiac dysrhythmia, coronary dilation, or aneurysms 
with a medial z score range of 2.0–2.8 indicating small aneurysm and 
rarely giant aneurysm were reported.3,4,10,12–14,21,27,29–31 In adolescents 
with vasodilatory shock, cardiac magnetic resonance imaging (MRI) 
revealed signs of myocardial edema, necessitating fluid resuscita-
tion.13,29 Cardiac involvement is an extensive factor to differentiate 
MIS-C from COVID-19. 10 

3.2. Respiratory symptoms and image findings 

Though COVID-19-like respiratory complaints are not often 
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associated with MIS-C, difficulties in breathing like tachypnoea, cough, 
hypoxia, have been disclosed so far. Chest radiographs showed pulmo-
nary edema, basilar opacities suggestive of atelectasis, either dependent 
or coercive as a consequence of pleural effusion, pulmonary infiltrates, 
pneumothorax, pulmonary hemorrhage, and bronchospasm, requiring 
the utility of bronchodilators continuously. Critical pulmonary infec-
tion, such as acute respiratory distress syndrome, was uncommon in 
children who needed supplemented oxygen or a ventilator for breathing 
support. 4,6,10,11,21,27,29,31,32 

3.3. Neurological symptoms and image findings 

The youngsters have been observed with various neurologic issues. 
Headaches, hearing & visual problems, amnesia, meningitis, irritability, 
apathy, and lassitude are some of the symptoms. Encephalopathy, stroke 
or abrupt intracranial hemorrhage, uveitis, coma, seizures, demyelin-
ating disease, aseptic meningoencephalitis (strengthening pro- 
inflammatory Central nervous system feedback),31 and brain death 
were among the profound neurologic findings seen in specific cases. 
Rare instances reported ischemic brain infarction, acute cerebral edema, 
and Guillain-Barre syndrome.4,10,11,20,27,29,31 

3.4. Gastrointestinal symptoms and image finding 

Gastrointestinal involvement was usually the most apparent attri-
bute of MIS-C, reported in maximum patients often resembling 
abdominal infections.4,11,12 Abdominal cramps, diarrhoea, and vomiting 
were among the prominent symptoms.4,11,12,14,27,29 Abdominal ultra-
sonography and computed tomography of the abdomen and pelvis 

disclosed grave results like appendicitis, gall bladder hydrops, ascites, 
mesenteric adenopathy, pleural effusions, enterocolitis, in certain cases 
terminal ileitis and colitis, all leading to hypovolemia. The pancreatic 
images reported pancreatomegaly, and those of the liver reported he-
patomegaly, and biliary sludge, while increased renal echogenicity, lead 
to acute kidney failure.4,9,10,21,29,32 

3.5. Mucocutaneous and dermatological symptoms 

The mucocutaneous results were heterogeneous. Morbilliform, urti-
carial, scarlatiniform, and reticulated forms were among the morpho-
logic features of exanthemas.26 The area of the skin affected also differed 
where certain individuals were with restricted acrofacial inclusion while 
others harbored more extensive outbreaks.26 Some studies have also 
revealed a strong age bias in the advent of symptoms.26 The prevailing 
cutaneous records were conjunctivitis, hyperemia, periorbital swelling 
and erythema, and strawberry tongue. A few dermatological findings 
were whereas malar rashes, facial edema, palmar erythema, lip cracks, 
and lip hyperemia causing redness and swelling.4,10,11,21,26,29,32 In a 
special case, a skin biopsy presented lymphocytic infiltrate as the root of 
skin lesion.26 

3.6. Hematological findings 

MIS-C patients were found with several thrombotic events where 
activation of coagulation lead to deep vein thrombosis, intracardiac 
thrombosis, cerebral venous sinus thrombosis, subarachnoid hemor-
rhage bringing about ischemic brain death.10,13,20,27,33 A prothrombotic 
coagulopathy may be enhanced by MIS-C’s hyperinflammatory 

Fig. 1. Various types of MIS-C symptoms in pediatric patients. (Created with BioRender.com).  
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condition in conjunction with COVID-19 triggering pulmonary embo-
lism.6,33 Additional hematologic abnormalities comprise lymphopenia, 
neutrophilia, haematolysis, hypoxemia, ischemia, anemia, pancyto-
penia, and hemolytic uremic syndrome.10,11,33 

3.7. Lymphatic findings 

Swollen lymph node often called adenopathy has been noted as a 
common sign of inflammation in MIS-C-affected children encompassing 
distinct organs like mesenteric lymphadenitis and mediastinal and hilar 
lymphadenopathy which have been observed through thoracic 
imaging.6,11,32 

3.8. Laboratory findings 

The common feature found in every MIS-C patient is an extremely 
elevated level of inflammatory and cardiac indicators.4 Inflammatory 
indicators like C-reactive protein, Serum interleukin-6, Ferritin, Pro-
calcitonin are significantly raised.4,11,13,27,29,31,34–36 The elevated values 
of CRP, Ferritin and Procalcitonin vary as 11.98–27.62 mg/dL, 
370.7–1032.5 ng/ml and 8.41–31.96 ng/mL respectively.14 The values 
of cardiac indicators like Troponin4 and Brain natriuretic peptide4,11 

vary as 0.03–2.17 ng/mL, 229.5–1778.5 pg/mL respectively.14 Another 
characteristic feature of MIS-C is raised levels of 
D-dimer,4,13,14,20,30–32,34–36 Fibrinogen,4,13,14,29 Factor VIII.13 The value 
varies as 2.42–3.79 μg/mL for D-dimer14 and 468.5–629 mg/mL for 
Fibrinogen.14 The low percentage of Antithrombin III causes several 
types of thrombosis in patients.13 Cytokines like Tumour necrosis factor, 
Interleukin-6, IL-1β are synthesized in excess amounts, which upregu-
late the inflammatory reaction.13,30 MIS-C patients show abnormal Liver 
function test results having elevated Alanine transaminase and Aspar-
tate transaminase.32,34,35 The values of ALT and AST vary as 27.73–73.6 
U/L and 36.25–56.75 U/L respectively.14 MIS-C patients show a 
comparatively lower value of Lactate dehydrogenase enzyme than pa-
tients having severe COVID-19. 14 A higher Erythrocyte sedimentation 
rate value is also very common in MIS-C patients.11 ESR value varies as 
38–58 mm/hr14 Low blood Sodium14 and Albumin 29,35,3636 and a high 
Creatinine34 value are revealed by laboratory examination in MIS-C 
patients. According to a recent study, severe COVID-19 instances have 
a greater neutrophil to lymphocyte ratio.34 

4. Comparing MIS-C with other associated diseases 

Following the past COVID-19 infection, new publications have 
revealed that MIS-C possesses symptoms of an array of different disor-
ders namely KD that had originated in Japan in 1967, Toxic Shock 
Syndrome that had originated in 1978, Secondary Hemophagocytic 
Lymphohistiocytosis/Macrophage Activation Syndrome, and Severe 
COVID-19 (Table 1). 

5. A plausible course of patient management 

There exist no definitive therapeutic guidelines for the treatment of 
MIS-C at this time, but few current administration and therapy options 
are available. Most of these treatment strategies have yielded a positive 
result.4 Intravenous immunoglobulin and corticosteroids have been 
proven to be effective in various studies as a remedy for inflammation, 
leading to a quick recovery.4 Use of IVIG similar to normal KD therapy 
and corticosteroids4,13,15,20,30,44 has been encountered in MIS-C 
patients.9,11,13,21,26,32,45,46 Patients with a low index of suspicion pre-
sent with some but not all of the MIS-C symptoms should be examined 
for inflammatory screening, including a complete blood count and CRP, 
along with SARS-CoV-2 PCR and antibody testing.13 

5.1. Hospital treatment 

Empiric antibiotic coverage is prescribed in children, who have been 
assessed for having MIS-C and have been admitted to the hospital, with 
initial broad-spectrum antibiotics, since symptoms overlap with severe 
bacterial infections. Ceftriaxone is generally suggested if they are sick to 
a moderate extent. In cases of severe illness or shock, vancomycin, 
clindamycin, and cefepime, or vancomycin, meropenem, and genta-
micin are recommended.13,45,47 If redeliver (an antiviral drug with ac-
tivity against SARS-CoV-2 approved for compassionate use in young 
children and restricted clinical trials) is available, it must be evaluated, 
especially for individuals who have been PCR positive and/or have a 
characteristic COVID-19 presentation.4,9,13,20,26,45 For children, the 
current recommended dose is 5 mg/kg IV once (max dose 200 mg) on 
day 1, then 2.5 mg/kg IV daily for nine days (max dose 100 mg).13,45 In 
case of all children exhibiting KD-like illness and evidence of significant 
inflammation (CRP >30 g/dL, ferritin >700 ng/mL), cardiac involve-
ment, or multi-fold organ failure, 20–25 mg/kg/dose every 6 h (80–100 
mg/kg/day) of aspirin is advised as a medication. However, individual 
health centers may use different amounts of aspirin. When a patient has 
been afebrile for 24 h or more, the aspirin dose typically reduces to 3–5 
mg/kg as a single daily dose, which will be continued after 
discharge.9,11,13,30 Anakinra is prescribed at a dose of 2–6 mg/kg/day 
IV/SQ, with the period of treatment determined with the help of a pe-
diatric rheumatologist or immunologist.4,11–13,20,21,26,32,48–50 A major 
percentage of patients got intravenous steroids, Infliximab, and IL-6 
inhibitors (Tociluzimab or Siltuximab) as anti-inflammatory 
therapy.4,11–13,20,21,45,51,52 Owing to the involvement of TNF-α in 
MIS-C, anti-TNF-α medication is useful for the control of 
auto-inflammatory disorders in which many cytokines are high, 
implying that anti-TNF-α therapy may stop a cytokine cascade on its 
own.51,53 

5.2. ICU treatment 

A significant percentage of MIS-C patients are referred to the ICU, 
frequently requiring respiratory and cardiac assistance. Several studies 
indicated that about 44–100% of the children were sent to the ICU.30 A 
major proportion of children also required routine ventilation.18 Mild to 
medium doses of vasoactive medicines, like vasopressors and inotropes, 
were regularly administered to MIS-C ICU patients due to shock-induced 
by myocardial dysfunction (e.g., acute myocarditis) and/or intense 
vasoplegia.22,30 

5.3. Discharge norms 

Studies have revealed several guidelines that are to be taken care of 
before patients are discharged off. Some of them include two days 
without fever, two days out of vasopressors and supplemented oxygen, 
two to four days of declining inflammatory markers like ferritin, D- 
dimer, CRP, lowers levels of troponin, standard Electrocardiogram (the 
German spelling- Elektrokardiogramm) with stable blood 
pressure.4,13,20,45,51 Patients released from the emergency unit must 
receive particular discharge manuals including a follow-up clinic or 
telemedicine consultation within 72 h. A repetition of the laboratory 
tests must be conducted within one week. The interval between the 
initial echocardiography and the cardiology follow-up should be at least 
two weeks.13 

6. Case study 

COVID-19 instances (after COVID as well as current COVID) linked to 
MIS-C have been discovered all over the world. Some of the occurrences 
from various nations have been summarised in Table 2 and Table 3 
simultaneously. 
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Table 1 
Comparison between multisystem inflammatory syndrome in children (MIS-C), Kawasaki disease (KD), toxic shock syndrome (TSS), secondary hemophagocytic 
lymphohistiocytosis/macrophage activation syndrome (SHLH/MAS), and severe COVID-19.  

Sl. 
No. 

Characters Multisystem 
inflammatory 
syndrome in 
children (MIS-C) 

Other diseases associated with MIS-C References 

Kawasaki disease 
(KD) 

Toxic Shock 
Syndrome 
(TSS) 

Secondary 
Hemophagocytic 
lymphohis- 
tiocytosis/ 
Macrophage 
activation syndrome 
(SHLH/MAS) 

Severe COVID- 
19 in children 
without MIS-C 

Severe 
COVID-19 in 
adults 

1. Age of affected persons Children of age 
range 8–10 are 
most commonly 
affected. 

Usually in 
youngsters of less 
than five years of 
age. 

Usually in 
children above 
the age of ten. 

Mostly found in 
adults. 

Adolescents are 
most commonly 
affected. 

Death rates 
are increasing 
as people get 
older. 

2,4,10,11,29,35,37 

2. Differences in gender Males are 
mostly affected. 

Males are mostly 
affected. 

Females are 
mostly affected. 

Occurs in males as 
well as females 

There is no such 
differentiation. 
Both the 
genders are 
affected 
equally. 

Males are 
mostly 
affected. 

11,37 

3. Affected Ethnicity Hispanic/ 
Latino/African 
American 

East Asian No ethnic 
variation 
known 

No difference No difference No difference 4,10,11,29,37 

4. Symptoms A. 
Hypotension 

May be present 
or absent. 

Generally absent Almost always 
present 

Generally absent May be present 
or absent. 

Almost always 
present 

11,29 

B. Rash Generally 
present 

Generally present Generally 
present 

Bleeding from the 
skin is noted in some 
cases. 

May be present 
or absent. 

May be 
present or 
absent. 

2,4,38 

C. Fever Present Present Present Present Present Present 4,10,11,35,37–39 

D. 
Vomiting/ 
Diarrhoea/ 
or 
abdominal 
pain 

Almost always 
present 

Rare Generally 
present 

May be present or 
absent. 

May be present 
or absent. 

May be 
present or 
absent. 

11,35,38,39 

E. 
Respiratory 
distress 

Generally 
present 

Rare Almost always 
present 

Generally present Generally 
present 

Generally 
present 

11,37  

F. 
Mucous 
Membrane 
Involvement 

May be present 
or absent. 

Generally present May be present 
or absent. 

Noted in some cases Generally 
present 

Generally 
present 

11,38 

5. Underlying etiology Assumed to be a 
post-infectious 
syndrome; the 
SARS-CoV-2 
antibody test is 
frequently 
positive; in 
seronegative 
individuals, 
there is 
generally a 
history of 
exposure to a 
covid-19 
positive 
individual. 

No identifiable 
cause. 

An infection 
caused by 
streptococcus 
or 
staphylococcus 
is a regular 
occurrence. 

T-cells and 
macrophages possess 
hemophagocytic 
activity to expand 
and become highly 
activated. 

There may be 
underlying 
comorbidity; 
SARS-CoV-2 
RT-PCR is 
generally 
positive. 

SARS-CoV-2 
RT-PCR is 
frequently 
positive; 
Extreme 
sickness is 
frequently 
caused by pre- 
existing 
comorbidity. 

4,29,37,404 

6. T Cells Lymphopenia Involvement of 
cytotoxic T cells 

Lymphopenia Activation and 
proliferation of CD8+

T cells and NK cells, 
including secretion 
of IFNγ 

Usually, 
unaltered 

Lymphopenia 
in severe 
disease 

37,40 

7. Comorbidity as risk factors Immune 
deficiency states 
may be present. 

Rarely observed 
when it comes to 
original 
immunodeficiency 
and occasionally in 
case of acquired 
immunodeficiency. 

Normally, 
nothing 
noteworthy 

The cytokine storm 
plays a role in 
coronavirus 
infection. 
COVID-19-associated 
pneumonia. Some 
people have minimal 
or mild lung 
manifestations, with 
others having severe 
pulmonary 
dysfunction. 

Comorbidity 
like 
malignancy, 
chronic lung 
disease and 
neurological 
disorder is 
linked to a more 
severe form of 
the disease. 

Comorbidity 
like 
hypertension, 
diabetes 
mellitus, 
chronic heart 
disease is 
linked to a 
more severe 
form of the 
disease. 

37,40,41 

(continued on next page) 
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7. The most feasible mechanism of the build-out of MIS-C 

Pediatric patients distressed with MIS-C exhibit large amounts of 
SARS-CoV-2 antibodies in their serum but test negative for the virus 
through RT-PCR, indicating that certified reports of COVID-19 are 
relatively few in children or they might have had a prior infection.1,3 

The feedback from antibodies in children was unique from those of the 
adults stating that the induction of adaptive immune reaction to 
SARS-CoV-2 virus in the former corresponds with the onset of inflam-
matory symptoms and is not influenced by viral attack.1 

The dominant receptor for the ingress of the virus inside the human 
body is the Angiotensin-Converting Enzyme-2 receptor, which renders 
its activity along with Transmembrane protease, serine 2 cell surface 
protein, representing a type II Transmembrane Serine Protease, prefer-
ably in the alveolar pneumocytes.3,37,54–58 Mainly TMPRSS2 sunders the 
S- protein of SARS-CoV-2 utilizing its protease activity, into two parts S1 
and S2, which facilitate binding of the virus and its unification with the 
target cell respectively (Fig. 2A).3,37,59,60 The gene encoding for 
TMPRSS2 protein has been spotted in chromosome 21 of humans, whose 
transcription is modulated by allosomal androgen receptor transcription 
factor.54,55,58,61,62 Sex-steroid hormones such as testosterone reactive 
promoter sequence existing upstream of the gene, thereby deploy AR’s 
activity through several signaling systems.54,55 Though hints of estrogen 
affecting the task of TMPRSS2 have been obtained, nevertheless male 
sex hormones form the chief regulator of TMPRSS2 bringing about a 
lower rate of AR activity in females in contrast to males, featuring the 
varying levels of extremity and mortality due to COVID-19 disease in 
different genders.3,54,55,63,64 Alongside lower amounts of androgens in 
prepubescent children conceals TMPRSS2 activity in their lung cells 
which contributes to the reduced prevalence and extremity of COVID-19 
related inflammation in pediatric patients.3,41,54,55,65,66 Thereupon, 
adrenarche is an essential milestone that describes the reason for the 
greater vulnerability of children 10–12 years or above, to MIS-C, 
signifying that those children have entered the adrenarche stage that 
enhances androgen output. This age-dependent revelation of ACE2 and 
TMPRSS2 eases viral entry in adolescents causing pronounced patho-
genesis and MIS-C symptoms, while curbing viral access in pre-
adolescents minimizing their symptoms.3,54,55,67,68 

Moreover, the higher concentration of serum antibodies in pediatric 
patients portrays the possible operation of antibody-dependent 
enhancement mechanism3 in provoking MIS-C, which is more certain 

to arise as an outcome of acquired immune response and not due to 
enhanced multiplication of virus.1,3,69 Certain viral disorders, like 
dengue and Zika virus infections, have well-documented ADE path-
ways.3,69 Reports on MIS-C patients producing neutralizing70 and 
non-neutralizing (binding) antibodies3 as feedback to the spike protein 
of SARS-CoV-2 have been obtained. Neutralizing antibodies confers 
sterilizing immunity by negating the pathogenic effect of the virus while 
the non-neutralizing one attaches to the virus but doesn’t possess the 
potential to nullify its virulence.3,41,70 It is thought that when children 
are first exposed to the SARS-CoV-2 virus, their immune system pro-
duces both of these antibodies. Later on, the youngsters overridden with 
neutralizing antibodies are likely to suffer from asymptomatic sickness 
but, virus attack and critical multisystem inflammation are boosted in 
them with prevalent binding antibodies via ADE.3 Non-neutralizing 
antibodies or inadequate quantities of neutralizing antibodies bound 
to the epitopes of SARS-CoV-2, in the patient’s blood, promote its intake 
inside the host tissue which is described as ADE. This machinery is un-
associated with the ACE2 pathway and involves uniting of the complex 
of virus epitope and virus-specific non-neutralizing antibody by dint of 
the FC domain of immunoglobulin to the immune cell’s membrane 
harboring IgG Fc receptor (FcR).3,71 This interaction activates macro-
phages, natural killer cells, lymphocytes, and monocytes causing 
cellular endocytosis3,41 (Fig. 2B). Endocytic Toll-like receptors such as 
TLR3, TLR7 detect the viral RNA and thus make the macrophages 
operational, inducing a surge of pro-inflammatory cytokines like TNF-α, 
IL-6, IL-18, IL-16, IL-1β occasionally by the NF-κβ route.3,37,41,71–73 This 
originates a cytokine storm mimicking the provocation of macrophages 
as seen in hemophagocytic lymphohistiocytosis.3,74 CD68+, CD169+
macrophages3 aid in viral dispersion and induce pyroptosis via inflam-
mation41,75 (Fig. 2A). Pyroptosis indicates cell death linked to the NLR 
family pyrin domain containing 3 inflammasome activation systems. 
The cellular damage thus instigates the surrounding macrophages to 
generate chemokines and cytokines3 furthermore indicators of inflam-
mation can also help macrophages to engage T-cells in the infection 
area.41,72,76,77 Elevated levels of IL-1β in blood serum evince the 
occurrence of pyroptosis.41 A probable role of non-specific antibodies3 

has been put forward that justifies the genesis of MIS-C through ADE, in 
seropositive patients where non-specific antibodies unite with the virus 
aiding its intake by the immune cells. Gruber et al. (2020)78 have also 
studied the role of auto-antibodies found against endothelial and 
gastrointestinal cells in MIS-C patients, which fails to distinguish 

Table 1 (continued ) 

Sl. 
No. 

Characters Multisystem 
inflammatory 
syndrome in 
children (MIS-C) 

Other diseases associated with MIS-C References 

Kawasaki disease 
(KD) 

Toxic Shock 
Syndrome 
(TSS) 

Secondary 
Hemophagocytic 
lymphohis- 
tiocytosis/ 
Macrophage 
activation syndrome 
(SHLH/MAS) 

Severe COVID- 
19 in children 
without MIS-C 

Severe 
COVID-19 in 
adults 

8. Predominant manifestation Gastrointestinal 
signs 
(abdominal 
discomfort, 
diarrhoea) are 
common, with 
more than 80% 
of patients 
experiencing 
them. 

Symptoms of the 
gastrointestinal 
tract are rarely 
noticeable. 

Rash, 
hypotension. 

Unremitting fevers, 
cytopenia, 
splenomegaly, 
hepatitis, 
coagulopathy, 
lymphadenitis, and 
hepatosplenomegaly 
multisystem organ 
failure, and death in 
its most severe form. 

Cough, 
respiratory 
distress may be 
present, 
gastrointestinal 
symptoms are 
less common. 

Cough, 
respiratory 
distress is 
common. 

37,42,43 

9. Management IVIG; steroids; 
IL-6 inhibitors 
IL-1 impeders. 

IVIG; steroid; IL-1 
blockers 

Antibiotics, 
IVIG 

Involvement of 
particular cytokines 
in this phenomenon, 
especially 
TNF-α, IL-6, and IL- 
1β 

Antibiotics, 
antiviral 
medication, 
steroids, IVIG, 
IL-6 inhibitors 

HCQS; 
steroids; IL-6 
inhibitors, 
plasma in 
remission; 
antiviral 
therapies. 

37,41  
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between self and non-self cells, ultimately attacking a patient’s native 
tissues.1,78 Thus, it can be inferred that localized inflammation and the 
build-up of pathogenic macrophage congregations in body tissues are 

two especially common factors that cause MIS-C syndrome and more 
analysis is needed to illustrate the role of macrophages further.3 

Table 2 
Table showing the case studies of the individual patients having Post COVID-19 MIS-C.  

Sl. 
No. 

Region Schedule 
of patient 
admission 

Patient’s 
description 

Symptoms and image findings Laboratory findings Similarities 
with 

Treatment Reference 

1. Atlanta, 
Georgia 

June 2020 A 25-year- 
old woman 

Exhaustion, dyspnea, mild 
cough and low-grade fevers, 
vomiting, sore throat, 
diarrhoea, slight hypotension 
(blood pressure 98/56 mmHg) 
and usual blood oxygen level 
in indoor air, cervical 
lymphadenopathy; notable 
conjunctival injection; red and 
cracked lips; left lower 
abdominal tremble. 
Echocardiogram: Enlarged 
inferior vena cava, cardiac 
dysfunction. 
CT of abdomen/pelvis: 
Stranding of peri-pancreatic 
fat; pancreatitis, indefinite 
bilateral perinephric fat 
stranding. 

Troponin-I was discovered 
at 0.06 ng/mL; high levels 
of creatinine (7.74 mg/ 
dL), BNP (378 pg/ml), d- 
dimer (960 ng/ml), ferritin 
(798 ng/ml). 

KD To minimize the chances of 
thromboembolic and 
nephrotoxicity, IVIG (2 g/kg) 
was administered in uniform 
dosages on the second and third 
day of the hospital admission, 
along with aspirin (325 mg) for 
7 days, and redeliver. 

9 

2. New 
York 

May 2020 An 11-year- 
old female 

Initial: sore throat, uneasiness, 
low appetite, leg and 
abdominal pain, pruritus skin 
rash, fever (39.3 ◦C), 
tachycardia (126beats/ 
minute), hypotension, slight 
dehydration, erythematous 
palm with a widespread 
reticular, non-blanching 
papular rash across the belly 
and bilateral upper 
extremities. 
Echocardiogram: Decreased 
systolic function of the left 
ventricle. 
Electrocardiogram: Showed 
sinus tachycardia and S1Q3T3 
indicating strain on the right 
side of the heart. 

Uplifted levels of troponin 
(0.112 ng/mL) and BNP 
(8718 pg/mL). White 
blood cell count increased 
to 14.18 causing 
lymphopenia. PTT yielded 
an increased value of 1.9 
along with the raised levels 
of IL-6 (0.0–15.5 pg/mL), 
ferritin (13.00–150.00 ng/ 
mL), D-dimer (0–243 ng/ 
mL, procalcitonin 
(0.00–0.50 ng/mL), CRP 
(0.10–2.80 mg/L) and 
normal level of creatinine 
(0.53–0.79 mg/dL). 

TSS, septic 
shock, 
cytokine 
storm, KD, 
SHLH 

Furosemide along with 
antibiotics like clindamycin, 
ceftaroline, and piperacillin- 
tazobactam was administered. 
Enoxaparin was started as a 
comprehensive anticoagulant. 
Vitamin K was employed to 
improve elevated INR and PT. 
An IL-6 blocker, tocilizumab, 
was progressed along with 
convalescent plasma therapy 
and remdesivir. 

45 

3. Not 
found 

Not found A 14-year- 
old boy 

Fever, tachycardia and 
inflamed maculopapular rash 
on the face, abdominal 
sensitivity, as well as a 
perianal injurydischarging 
pus. A 28-cm ileitis, a 2.3-cm 
perianal pustule, and a fistula 
were diagnosed on magnetic 
resonance enterography. 

Initially, tests revealed a 
normal ESR rate (0–5 mg/ 
L) and normal levels of 
CRP (0–15 mm/h). 
Increased serum amounts 
of IL-6 (73.4 pg/mL), IL-8 
(21.8 pg/mL), IL-1β (0.4 
pg/mL), TNF-α (97.8 pg/ 
mL) were noticed in the 
cytokine profile up to eight 
days of hospitalization, 
which later on declined till 
the tenth day on treatment 
with infliximab. 

KD Azithromycin and 
hydroxychloroquine were used 
for SARS-CoV-2 infection, 
intravenous piperacillin/ 
tazobactam was used to cure 
perianal abscess, and 
enoxaparin was utilized for the 
prevention of venous 
thromboembolism, along with 
intravenous fluid therapy. 

51 

4. Kerala, 
India 

April 2020 A 5-year- 
old boy 

Fever of high intensity, 
abdominal cramps and watery 
stools, pyuria, bulbar 
conjunctivitis without pus and 
non-pitting edema of the feet 
and hands, tachycardia (130 
beats per min), vasoplegia. 
Echocardiogram: 
Comprehensive left 
ventricular hypokinesia with 
medium systolic dysfunction 
(EF = 35%) and myocarditis 
was discovered. 
Chest X-ray: Disclosed 
cardiomegaly. 

Inflammatory cytokines in 
blood serum-like CRP, 
ferritin, creatinine and 
liver enzymes were found 
to be upraised. The results 
of a complete blood count 
revealed neutrophilic 
leucocytosis. 

KD Pulmonary support using a 
high flow nasal cannula with a 
2 L/kg flow rate was attempted, 
as well as inotropic support was 
provided with adrenaline; 
Ceftriaxone, an injectable 
antibiotic, immunoglobulins, 
diuretic drugs, enalapril and 
methylprednisolone pulse (30 
mg/kg/d for 3 d), were some of 
the remedies. 

47  
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Table 3 
Table showing the case studies of the cohorts having Post COVID-19 MIS-C.  

Study Region Schedule 
of patient 
admission 

Description of 
patients 
(number, age/ 
interquartile 
range [IQR]) 

Number of Patients 
detected positive 

Symptoms and Image findings Laboratory findings Similarities 
with 

Treatment Reference 

Trevor K. 
Young et al. 
(2020) 

New York April 1 to 
July 14, 
2020 

A cohort of a 
patient (total =
56) 
IQR = 0.7–17 
years 

PCR: 10/56 
IgG Tests: 19/56 
Mucocutaneousfindings: 
27/56 

Fever for 1–2 days, mild cough. 
Major mucocutaneous findings 
(in 21) included strawberry 
tongue (in 8), lip crack (in 13), 
conjunctivitis (in 21), 
erythmateous hands and feets (in 
13), cheek (in 6) and orbit of the 
eye (in7). Eruptions of several 
types, i.e., mobiliform (in 3), 
reticulate (in 3), scarletiniform 
(in 5) and urtecarial (in 5). 
Gastrointestinal and cardiac 
trouble. 

D-dimer, BNP, and troponin levels 
were all enhanced. 

KD Injectable immunoglobulin, 
corticosteroids, Aspirin, 
Remdesivir, Anakinra. 

26 

Blumfieldet al. 
(2020) 

New York April 21- 
May 22, 
2020 

A cohort of 
patients (total 
= 16) 
IQR = 20 
months to 20 
years. 

RT-PCR: 3/16 
IgG Tests: 10/16 
Both RT-PCR and IgG 
Tests: 1/16 

Fever (in 16), erythema (in 10), 
emesis (in 12), diarrhoea (in 7), 
abdominal discomfort (in 11), 
conjunctivitis (in 8), headache (in 
6), and hoarseness (in 5) were the 
first symptoms, followed by 
breathing issues and congestion 
(in 1), hypotension (in 10), and 
ischemia (in 7). 
Echocardiography: Systolic 
myocardial abnormality (in 10), 
ectatic coronary arteries (in 4), 
and pericardial effusion (in 2) 
were discovered on 
echocardiography. 
Chest radiography: Megalocardia 
(in 10), cardiogenic pulmonary 
edema (in 9), and a modest 
pleural discharge (in 7) were seen 
on chest radiographs, with only a 
few patients developing 
pneumonia (in 1) and acute 
respiratory distress syndrome (in 
2). 
CT scan of abdomen and pelvis: 
Abdominal fluid build-up (in 6), 
hepatomegaly (in 6), mesenteric 
lymphadenitis (in 2), and 
thickening of the urinary (in 1) 
and gall bladder (in 3) walls were 
all seen on abdominal 
radiography. 

Erythrocyte sedimentation rate 
(in 12), CRP (in16), D-dimer (in 
16), troponin (in six), and pro- 
BNP (in 15) values were all raised. 
High white blood cell count (in 
13) leading to leucocytosis and 
hypoalbuminaemia (in 16) were 
encountered too. 

Kawasaki 
Disease (KD) 

Intravenous corticosteroids 
Intravenous immunoglobulin 
and Anakinra 

32 

Belhadjer et al. 
(2020) 

France and 
Switzerland 

March 22 
to April 30, 
2020. 

A cohort of a 
patient (total =
35) 
IQR = 2–16 
years. 

Nasopharyngeal swab 
PCR: 12/35 
Fecal PCR: 2/35 
Antibody Tests: 30/35 

All of the children had a fever and 
weakness, and 80% of them had 
gastrointestinal issues (in 29) 
such as abdominalache, 
diarrhoea, and vomiting. Runny 

Heightened IL- 6, D-dimer, 
troponin, CRP and BNP. 

KD Inotropic support, 
Immunoglobulin infusion, 
Intravenous corticosteroids, 
IL-1 inhibitor and therapeutic 
dose of heparin. 

28 

(continued on next page) 
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Table 3 (continued ) 

Study Region Schedule 
of patient 
admission 

Description of 
patients 
(number, age/ 
interquartile 
range [IQR]) 

Number of Patients 
detected positive 

Symptoms and Image findings Laboratory findings Similarities 
with 

Treatment Reference 

nose (in 15), skin rashes (in 20), 
meningism (in 11), angina (in 6) 
mesenteric and cervical 
lymphadenopathy (in 21) were 
among the additional 
symptomatology. 
Echocardiography: It denoted 
impaired left ventricular systolic 
activity, with an EF of 30–50%, 
resulting in left ventricular 
hypokinesia (EF<45%) in 31 
individuals. 

Whittekar E. 
et al. (2020) 

England March 23 
to May 16, 
2020. 

A cohort of a 
patient (total =
58) 
IQR = 3 
months-17 
years. 

PCR: 15/58 
IgG Test: 40/58 

Every single patient had a 
continuous fever for 3–19 days, as 
well as a variety of conditions 
such as pharyngitis (in 6), 
headache (in 15), abdomen ache 
(in 31) and lymphadenitis (in 9). 
Manifestations of the mucosa 
included distended hands and 
feet (in 9), erythema (in 30), 
conjunctival injection (in 26), 
reddish cracked lips (in 17). They 
also exhibited renal injury (in 13) 
and cardiac shock (in 27). 
Echocardiography: 
Malfunctioning of the left 
ventricle. 

All of the patients exhibited a 
significant inflammatory response 
in terms of elevated levels of CRP, 
troponin, ferritin, N-terminal pro- 
BNP and neutrophilia. 

PIMS-TS and 
Kawasaki 
Disease (KD) 
shock 
syndrome. 

Intravenous immunoglobulin 
(in 41), Corticosteroids (in 
37), Anakinra (in 3) and 
Infliximab (in 8). 

21 

Kaushik et al. 
(2020) 

New York April 23 to 
May 23, 
2020 

A cohort of a 
patient (total =
33) 
IQR = 6–13 
years. 

RT-PCR: 11/33 
Antibody Test: 27/33 
Both test: 6/33 

Major portion of the patients had 
fever (Avg. temperature of about 
39.4C◦) (in 31) and other 
symptoms like uneasiness of the 
stomach/vomiting (in 23), 
diarrhoea (in 16), dyspnoea (in 
11), vertigo (in 3), low blood 
pressure (in 21), peritoneal pain 
(in 21), mucocutaneous 
involvement (in 7) like 
conjunctivitis (in 12) and 
dermatological symptoms like 
rashes (in 14), and also 
neurological involvement (in 4). 
Echocardiogram: Depressed LVEF 
with various range of EF was 
observed (in 21). 
Chest Radiograph: Megacardia 
(in 10) and in addition bilateral 
pulmonary opacities were noted 
(in 11). 

Inflammatory indicators like CRP, 
procalcitonin, D-dimer, ferritin, 
ESR, and fibrinogen were found to 
be increased. There were also 
heightened markers of aberrant 
cardiac state like, troponin, N- 
proBNP, and BNP. 

Toxic shock Intravenous immunoglobulin 
(in 18), Corticosteroids (in 
17), Tocilizumab (in 12), 
Remdesivir (in 7), Anakinra 
(in 4), Convalescent plasma 
therapy (in1), 
Norepinephrine (in 10) and 
Dopamine (in 9). 

3,4  
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8. Conclusion 

MIS-C is generally curable and rarely happens, but a certain lack of 
knowledge could make it severe in the long term aspect.4 As it is a rare 
condition, most children who have it improve with medical treatment. 
However, some children swiftly deteriorate to the point where their lives 
are jeopardized. As the number of MIS-C cases related to COVID-19 is 
increasing incessantly, it can be clearly stated that COVID-19 is not only 
just a respiratory disease,6 further elaborate research is needed to know 
more about the etiology of MIS-C associated with COVID-19, as it is still 
unknown how the risk factor for MIS-C varies among child community.4 

Children develop COVID-19, unlike adults, by ADE due to a lack of 
androgens,3,54 which directly regulates the TMPRSS2 receptor.55,66 

Therefore, to prevent the transmission of COVID-19 in this age group, 
parents should be more careful of their children in surroundings with a 
high population density.4 Precautions and safety measures such as social 
distancing, use of face masks, frequent washing of hands, use of 
alcohol-based disinfectants, should be followed in places like schools,4 

parks, crèche, etc. Parents, babysitters, teachers, and school officials 
should primarily be cognizant of the indications and signs of both 
COVID-19 and MIS-C so that proper treatment is provided before its late. 
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Abstract Every year, 150 million people become affected,

worldwide, by severe forms of multi-drug-resistant urinary

tract infections (UTI). Several antibiotics are being tested

to combat the diseases but newer types of resistance are

emerging every year. This throws the challenge of

searching of an alternative source of antibacterial com-

pounds. The present study was conducted to evaluate the

antimicrobial activities of in vitro and ex vitro grown plants

of Coleus forskohlii against twenty MDR strains of UTI

bacteria. When methanolic leaf extracts were tested, sev-

enteen among twenty UTI pathogens were found to be

sensitive at only 0.75 mg/cup concentration, and three

were resistant even at the 6.0 mg/cup concentration. Both

the in vitro and ex vitro plants exhibited the highest effi-

cacy against the pathogenic strain of Klebsiella (Isolate no-

42285) with the ZI 17.66 ± 0.33 and 18.66 ± 0.57 mm,

respectively. Naturally propagated in vivo plants showed

significantly low activities compared to those of ex vitro

grown plants. In vitro optimal multiplication of

20.4 ± 0.28 shoots per explant was achieved in MS med-

ium supplemented with 1.0 mg/l 6-benzylaminopurine and

0.1 mg/l a-naphthalene acetic acid. A total of 38 and 35

compounds were detected from in vitro and ex vitro plant

crude extract, respectively, through GC–MS including

thiopene-2-carboxamide, 2-pyrazoline which are known to

have potent antimicrobial activity. As both the ex vitro and

in vitro plants were found to be highly efficient against

most of the UTI pathogens tested, they may serve as a

potential source of antimicrobial drug for an alternative

therapy.

Significance Statement Present day, one of the major concerns is,
the emergence bacterial diseases caused by the deadly strains,
resistant to multiple drugs commonly used in health treatment. The
finding of the present study describes that the plant extracts of C.
forskohlii are promising in this respect with the potentiality of killing
multi-drug resistant UTI pathogens of human, significantly. Another
important part of this study is the establishment of fast growing plant
tissue cultures from various tissues of the plant through
micropropagation technique, in order to get a steady supply of the
in vitro plants in high amount, throughout the year. Compounds
present in the plant extracts were also identified through GC–MS
analysis and found to contain compounds known as bioactive and
antimicrobial in nature. So it can be said that these extracts can be
used as an alternative source for the production of next generation
drugs, without side effects.
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Introduction

‘‘One day no antibiotics may be left to treat common

bacterial infections,’’ warns the World Health Organiza-

tion. Antibiotics, that were once important weapons in

fighting bacterial infections, now have lesser impact

against infection. Abusive use of these drugs in human as

well as in animal is leading to the accelerated emergence of

multi-drug resistance strains [1]. As the efficacy of the

antibiotics is now under threat, it has become urgent to

develop alternatives for fighting pathogenic bacteria. A

survey of World Health Organization (WHO) indicates that

about 70 - 80% of the world population in the developing

countries depends on herbal sources as their primary

healthcare system [2]. Phytomedicinal research is as

commendable as to be awarded the Nobel Prize in the year

2015, to the Chinese scientist Youyou Tu for discovering

the antimalarial drug ‘artemisinin’ from Artemisia annua

L. [3]. It is said that the future of phytomedicine as a

discipline lies within high-quality products, able to com-

pete with synthetic drug regarding safety and efficacy [4].

Medicinal plants are known to have curative properties due

to the presence of secondary metabolites such as tannins,

terpenoids, alkaloids, flavonoids, phenols, steroids, and

glycosides [5]. The phytochemicals derived from plant

have shown great promise in the treatment of various

human diseases. Many plants of Lamiaceae family are used

in traditional medicine because of their antimicrobial and

antioxidant activities [6]. Unlike the crop plants, the agri-

cultural land is not available for cultivation of medicinal

plants; therefore, in vitro biomass production is an alter-

native choice to produce pharmaceutical compounds

throughout the year without cultivation of land [7].

UTI has become the most common hospital-acquired

infection. The most common cause of UTI are Gram

negative bacteria. Members of this family include different

pathogenic strains of Escherichia, Klebsiella, Enterobacter

and Proteus vulgaris UTI strains are commonly found to be

resistant to ampicillin, tetracycline, & trimethoprim-sul-

famethoxazole. Some strains of Pseudomonas and Proteus

were resistant to almost all the antibiotics except gen-

tamycin [8]. Due to this wide range of drug resistance,

urinary tract infection, formerly describe as ‘mild,’ has

been a cause of concern. That is why the present study was

taken up to explore the therapeutic potential of bioactive

compounds of plant origin against the UTI pathogen.

Coleus forskohlii (Willd.) Briq., a plant of Indian origin,

belongs to the family of Lamiaceae (previously Labiatae).

This plant is very useful and has a high therapeutic value

[9]. Forskolin, the major bioactive compound present in C.

forskohlii, is a labdane diterpenoid and used to treat heart

disorders, high blood pressure as well as respiratory dis-

orders [10]. It has also been found to have potential

antimicrobial activity against different standard strains of

gram positive and gram negative bacteria including S.

aureus, Streptococcus mutans, Salmonella typhi, and

Escherichia coli [11].

Forskolin has been detected in dried roots of field grown

plants and stem extracts (0.3 and 0.03%, respectively) by

many researchers but not in leaf extracts even through

liquid chromatography–mass spectroscopy (LC–MS) [12].

A comprehensive review on the in vitro culture of C. for-

skohlii revealed that very less or negligible amount of

forskolin is present in the stem, leaf or callus culture

induced from their explant [13].

We analyzed the leaf extract of in vitro and ex vitro

plants of C. forskohlii, not only for the presence of for-

skolin but also for other major phytochemical constituents,

by gas chromatography–mass spectroscopy (GC–MS).

Similarly, the aim of the present study was first, to

demonstrate the antimicrobial property of the extracts

against clinically isolated UTI pathogens and to compare

between the naturally grown, in vitro and ex vitro grown

plants. Secondly, profiling of chemical components present

in the extracts by GC–MS. This is the first report of GC–

MS of tissue culture raised plants of C. forskohlii. How-

ever, elucidation of mechanism of action of the extract or

its individual components was beyond the scope of this

study.

Material and Methods

Plant Source

Naturally Propagated in vivo Plants

Coleus forskohlii (Willd.) Briq. (family Lamiaceae) plants

growing in the experimental garden of RKMVC college

were used for this study. The soil of the garden was pre-

pared by adding 100 kg cow manure and 50 kg vermin-

compost per 100 square meter area. Young and healthy

shoot tips (0.8 cm) from four-month-old plants were used

as initial explant for in vitro culture establishment.

Moderately mature leaves (opposite decussate leaves of

third to sixth nodes from the tip) from ten-month-old plants

were collected for Soxhlet extraction.
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In vitro Plants

Shoot multiplication and in vitro root induction of C. for-

skohlii plant were established following standard micro-

propagation technique. Explants were collected from the

naturally grown plants, growing in the experimental garden

of RKMVC college.

Micropropagation of C. forskohlii. Shoot tips

(1.0–1.2 cm) of field grown healthy plants of C. forskohlii

(Willd.) Briq. (family Lamiaceae) were washed with 1.0%

liquid detergent (Tween-20) for 2 min, then 2.0% fungi-

cide (Bavistine�) for 10 min, finally disinfected with 0.1%

mercuric chloride (HgCl2) for 6 min and rinsed thrice with

sterile distilled water to remove trace of HgCl2. The shoot

tips were implanted in MS medium [14] fortified with

1.0 mg/l 6-benzylaminopurine (BAP) and 0.1 mg/l a-
naphthalene acetic (NAA). Tubes were then kept at 25˚C

under 16 h/8 h photoperiod in the tissue culture laboratory.

Elongated shoots of about 2.0–2.5 cm (after 2–3 weeks)

were implanted in MS medium supplemented with 1.0 mg/

l indole-3-butyric acid (IBA) for root induction.

Ex vitro Plants

About 3.5–4.0 cm long plantlets with well-developed root

system were planted to small earthen pots containing

‘Soilrite’ and covered with transparent polybags to main-

tain 90–99% relative humidity as described by Haque and

Ghosh [15]. After 3 weeks, the hardened plants were

transferred to the experimental garden of RKMVC College,

Rahara. The soil of the garden was prepared by adding

100 kg cow manure and 50 kg vermin-compost per 100

square meter area.

Microbes Used

In the present study, both the UTI causing pathogenic

strains of bacteria (isolated from the UTI patients) and the

corresponding standard, laboratory strains of bacteria (used

as control) were used.

UTI Pathogens

UTI pathogens designating ISOLATE NO- 42,571, 42,423,

43,181, 43,529, 43,280, 43,509, 43,627, 42,369, 42,332,

42,313 (Escherichia coli), ISOLATE NO- 42,269, 43,164,

43,571, 42,436, 42,398 (Klebsiella pneumoniae), ISO-

LATE NO- 42,285, 42,006 (Klebsiella sp.) ISOLATE NO-

42,230 (Pseudomonas aeruginosa), ISOLATE NO- 43,546,

43,230 (Staphylococcus saprophyticus) were isolated from

the urine samples of the patients. These strains were

maintained and cultured in Luria broth (HiMedia�, India)

incubating at 37 �C and used for experiments.

Isolation and Identification of UTI Pathogens Urine

samples from the diseased patients were collected (Ashok

laboratory clinical testing center private limited, Kolkata

700,068, India, a BSL-3 laboratory and NABL accredited)

and cultured for the isolation of bacteria following standard

procedure. MacConkey agar and Nutrient agar plates

(HiMedia�, India) were used to isolate UTI pathogens,

loop full of urine samples was streaked on MacConkey

agar and Nutrient agar plates (HiMedia�, India) and

incubated for 24 h at 37 ± 2 �C. After incubation, isolated
colonies were selected for further processing. Identification

of the pathogenic bacteria was done in VITEK 2 COM-

PACT SYSTEM BIOMERIUEX machine. Vitek ID tubes

containing 3.0 ml half-normal saline were incubated with

3–4 colonies of each sample and McFarland’s reading of

ID tubes were taken with the instrument provided adjusting

the MCF to s0.5 to s0.63. The suspensions from ID tubes

were then transferred to AST tubes with the help of a

pipette, and ID and AST cards were inserted into the tubes

within 30 min of transfer. Data were collected after com-

pletion of the process. A routine presumptive identification

was performed by Gram staining, oxidase activity, motility,

catalase production, acid production in glucose, oxidation

fermentation (OF) test (glucose lactose and sucrose fer-

mentation), Indole test, Voges–Proskauer (VP) test and

hydrogen sulfide production. A total of 120 samples of

urine, collected from the UTI patients of different age and

sex, were screened for the isolation of pathogens (online

resource 1). The strains were then subjected to screening

for antibiotic resistance.

Detection of Antibiotic Resistance Among the Test

Strains Antibiotic sensitivity assay was performed to

demonstrate the resistance against eight antibiotics namely

amoxicillin, ciprofloxacin, gentamycin, norfloxacin, nitro-

furantoin, clotrimazole, cefotaxime, tetracyclin by the

standard disk diffusion method [16]. All the antibiotic

disks, used in this study, were purchased from the HiMedia

Pvt. Ltd. (Bombay, India), and their efficacies were

checked using E. coli B strain (an antibiotic sensitive

strain). We screened one hundred and twenty urine samples

and identified twenty strains were resistant to all or most of

the antibiotics (online resource 2).

Standard Bacterial Strains

Standard strains of MTCC 3160 (S. aureus), MTCC 441

(Bacillus subtilis), MTCC 443 (Escherichia coli), MTCC

3542 (P. aeruginosa). MTCC 109 (K. pneumoniae) MTCC

3382 (S. epidermidis), MTCC 7621 (Pseudomonas
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syringae), MTCC 1972 (Streptococcus pyogenes) were

procured from Microbial Type Culture Collection

(MTCC), Chandigarh, India. Bacterial strains of MTCC

3160, 441, 3542, 109, 3382 were maintained in nutrient

broth MTCC 443 in tryptic soy broth, MTCC 1972 in

rabbit blood broth, MTCC 7621 in yeast manitol medium

(according to MTCC manual). All the bacterial strains were

cultured overnight in nutrient broth for experimental pur-

pose (HiMedia�, India.).

Extraction of Plant Material

Moderately mature leaves of completely grown in vitro

plants (8 weeks old with proper root, shoot and leaves)

were collected for extraction. Leaves of (third to sixth

nodes from the tip) ten months’ old naturally propagated

in vivo plants and tissue culture raised ex vitro plants were

collected from experimental garden. Freshly collected 60 g

leaves (FW) of in vitro plants, tissue culture raised field

grown ex vitro plants, and naturally propagated field grown

plants were subjected to dry at 40 �C for 7 days. After

completely drying, the plant leaves were powdered, and

5.0 g of each sample was used for extraction. The extrac-

tion was carried out using Soxhlet apparatus at 80 �C for

15 h using methanol as a solvent. After extraction, solvent

was evaporated and dried samples were kept at 4 �C for

further use.

Antibacterial Activity

Agar Well Diffusion Method

Antibacterial activities of the extracts were investigated

using agar well diffusion method followed by Deans et al.,

with slight modification [17]. Wells of 6.0 mm diameter

were punched into the Muller Hinton agar plates, and 60 ll
of extracts were added to each hole. The dried plant

extracts were re-suspended in dimethyl sulfoxide (DMSO)

to make five concentrations, i.e., 0.75, 1.5, 3.0, 4.5 and

6.0 mg/cup were tested against all the microbial strains.

The Petri dishes were incubated at 37 �C for 24 h. After

incubation, the diameters of the zones of inhibition, formed

around each hole, were measured and recorded. Testing

was carried out for each bacterium and fungus, in triplicate.

Negative control plates were prepared using 60 ll of

DMSO, and positive control plates were prepared using

each of chloramphenicol, ampicillin, amoxicillin, tetracy-

cline at a concentration of 25 mg/ml.

Minimum Inhibitory Concentration

The ‘Twofold broth dilution method’ was used to deter-

mine the minimum inhibitory concentration (MIC) of the

plant extracts against all the pathogenic and standard

microorganisms with minor modification following Eric-

sson and Sherris [18]. The dried plant extracts were re-

suspended in DMSO to make 50 mg/ml concentration and

then added to Luria broth by serial dilution method. Exact

100 ll inoculum of such broth was then added to every

tube and incubated at 37 �C for 24 h. The MIC values for

all the bacteria were noted for the lowest concentration of

the plant extracts used.

Minimum Bactericidal Activity

Minimum bactericidal activity (MBC) was determined by

plating the respective concentrations of the extracts, used

to analyze the MIC values. Exact 100 ll of inoculum was

applied to the plate, and data collected after 24 h of

incubation.

Gas Chromatography–Mass Spectroscopy

Methanol extracts of the leaves of in vitro, ex vitro and

naturally grown C. forskohlii plants were analyzed by gas

chromatography–mass spectroscopy (GC–MS) for the

identification of different bioactive compounds present in

the extracts. GC–MS was performed using column:

TRWAXMS 30 9 0.25 mm 9 0.25 lm df, equipment:

Trace GC ultra, Thermo fisher scientific India pvt. Ltd. Gas

flow: 1.0 ml/min split 20:1 detector: mass detector Polaris

Q mass software data collection XCALIBUR. 1.0 ll of

extract was injected in the injection port of GC column.

Oven temperature program was: no hold up to 50 8C, for
2 min at the flow rate of 10 8C/min, 5 min hold up to 270

8C. Injector temperature 250 8C and total GC–MS running

time 29 min. Helium Gas was used as carrier gas at a

constant flow rate of 1 ml/min. MS program: library NIST

(USA). Inlet line temperature was 250 8C, and source

temperature was 230 8C. Mass scan was done at 50–650

m/z with solvent delay of 0–4 min and total mass spectrum

running time was 51 min.

Statistical Data Analyses

Each experiment, for determination of antimicrobial

activity by agar well diffusion method, was repeated thrice

with 5 concentrations per replicate. All data were subjected

to one-way analysis of variance (ANOVA) using SPSS

software for Windows (IBM� SPSS, version 19.0, Chi-

cago, IL). After conducting an ANOVA, the means were

further separated using Tukey’s test at P B 0.05.
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Results and Discussion

Micropropagation

Profuse shoot growth occurred within 4 weeks of implan-

tation with the production of 20.4 ± 0.28 shoots per

explants. These multiplied shoots were elongated after one

subculture in same medium composition (Fig. 1a). These

shoots were well rooted in IBA (1.0 mg/l) containing root-

inducing medium with 14.2 ± 0.18 roots per shoot after 4

weeks (Fig. 1b). After 3 weeks, the hardened plants were

transferred to the experimental garden of R.K.M.V.C.

College, Rahara. Total 83.2 ± 3.4% ex vitro plants were

survived in the field conditions and grew healthily

(Fig. 1c). Finally all ex vitro field grown plants were

flowered after 10–11 months of field transfer (Fig. d, e). It

is well known that the biomass production, using natural

habitats of any plant, is time consuming and harvesting of

wild population leads to the depletion of the resource,

whereas biotechnological cultivation of plant through tis-

sue culture is a cost effective, less time-consuming process

which can easily be upgraded to industrial level [7].

Moreover, clonal propagation of any explant of a plant is

essentially very useful for the production of the fruitful

results. Morphological and health improvement of the

plants were observed when plants were grown ex vitro

compared to naturally grown plants. This fact led us to

investigate the potency of tissue culture raised plants as a

source of antimicrobial agents. Ex vitro grown plants

seems fleshier and contains more hair with higher leaf

content while naturally grown plants having lower leaf

content and leaf hair also lesser than ex vitro grown plants.

Morphologically ex vitro plants were more stable and

healthy over naturally grown plants.

Antimicrobial Activity of Extract

Agar Well Diffusion

All the pathogenic (excepting three) and standard bacteria

(excepting one) were found to be sensitive to the methanol

extracts of both in vitro and ex vitro plants (Table 1) while

nine bacteria including pathogen and non-pathogen found

resistant against naturally grown plant extract. Because of

much lower activity in case of naturally grown plants, only

maximum concentration (6.0 mg/cup) is used to represent

the antimicrobial potency. The ex vitro plant extracts were

more effective as antimicrobial agent compared to those of

in vitro plants and naturally grown plants. Maximum

diameter of zone of inhibition (DZI) of 18.66 ± 0.57 mm

was found with highest concentration of ex vitro plant

extract (6.0 mg/cup) against pathogenic ISOLATE NO-

42,285 compared to its in vitro counterpart with a DZI of

17.66 ± 0.0.33 mm and naturally grown part with a DZI of

14 ± 0.57 mm. However, for ISOLATE NO- 42,423 and

42,313, all the concentrations of in vitro plant extracts were

more effective than ex vitro extracts (DZI of

16.00 ± 0.81 mm and 12.33 ± 0.47 mm were obtained at

a concentration of 6.0 mg/ml compared to

12.66 ± 0.47 mm and 9.66 ± 0.94 mm, respectively).

Interestingly, in vitro extracts were found to be saturated at

a concentration of 4.5 mg/cup as not much increase was

found in DZI at higher concentrations. ISOLATE NO-

42,269 and 43,546 were found to be completely resistant to

the plant extracts used and ISOLATE NO- 43,546 and

43,164 showed no or least inhibition. ISOLATE NO-

42313 showed an inhibition which is lesser than the aver-

age. Standard bacteria (excepting MTCC 109) showed

inhibition with both types of plant extracts. Naturally

grown plant extract were less effective against all the

microbes tested than both in vitro and ex vitro plant extract.

Here also, ex vitro extracts showed much higher inhibitory

effects over in vitro extracts, as it was with clinical isolates.

Undoubtedly, the outcome was very encouraging as, all the

extracts of the plant leaves of naturally grown, in vitro and

ex vitro, showed antibacterial activity against all the

microbial strain tested in present study. According to

effectivity, ex vitro plants were stronger, in vitro plants

were moderately active and naturally grown were less

effective against both pathogens and non-pathogens.

Methanolic extracts of leaves have been used in our study,

as the polarity index of methanol is 5.1, therefore all polar

(and to some extent nonpolar) bioactive compounds are

highly or at least fairly soluble. Previously, methanolic

extracts of many plants of Lamiaceae family, including

root and leaf extracts of C. aromaticus and C. forskohlii,

has been shown to be antimicrobic in nature [19, 20].

Aqueous, ethanolic and methanolic extracts of nine species

other than Coleus have also been reported to exhibit

antimicrobial activity against UTI pathogens [21]. How-

ever, in this study, methanolic extracts showed better per-

formance against UTI pathogens. It was also reported that

if antimicrobial compound like commercial antibiotics

were used with the plant extract it became more effective

rather than using extract or antibiotics itself [22]. These

initiatory studies motivated us to take up the plan of

investigating UTI pathogens, which are resistant to multi-

drugs. Among 20 such isolates, 18 were gram negative (ten

Escherichia coli, seven K. pneumoniae and one Pseu-

domonas aeruginosa), and E. coli strains were found to be

more effective than K. pneumoniae. According to the

finding of Singh et al. 2017 [23], most of the strains

including extended spectrum beta lactamase (ESBL) posi-

tive were found to be susceptible to the extract of the

respective plant used in this study. Nevertheless, this study
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is unique and a class by itself with adequate detail and no

such work has been done before with C. forskohlii.

MIC and MBC

The results of MIC and MBC of the plant extracts (in vitro

and ex vitro) are summarized in Table 2. In case of

pathogenic bacteria ISOLATE NO- 4257, the MIC and

MBC were found to be lowest with ex vitro, in vitro extract

(1.25 mg/ml and 1.75 mg/ml for in vitro and 0.75 mg/ml

and 1.25 mg/ml for ex vitro plant extracts). Naturally

grown plant extract shows less promising MIC and MBC

than both in vitro and ex vitro plant extract. However, the

plant extracts (in vitro and ex vitro) were not effective

against MTCC 109 and pathogens designated as ISOLATE

NO- 42,269, 42,436, and 43,280 wherein naturally grown

plant extract ineffective against nine bacteria.

Fig. 1 Micropropagation of

Coleus forskohlii. a in vitro

multiplication, b in vitro grown

complete plant with well-

developed root system, c tissue

culture raised ex vitro field

grown plants of 3 months of

age, d tissue culture raised ex

vitro field grown plants

(10 months age) in flowering

stage, e Flowers of ex vitro

plant, f naturally propagated

in vivo field grown plants

(10 months age) in flowering

stage
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Gas Chromatography–Mass Spectroscopy

A total of 38 compounds were identified from in vitro plant

extract and 35 compounds from ex vitro extract (Table 3)

(Fig. 2a, b). Although a total of 27 compounds were

detected in naturally grown plant extract, the major

antimicrobial compound, found in the in vitro and ex vitro

extracts, were either missing or barely found in this. So, the

data were not compared with those of vitro and ex vitro

extracts. Common compounds identified in both in vitro

and ex vitro extracts were 2–3 butanediol, Pentanoic acid,

6,7-Dimethyl triazolo (4,3 b) (1,2,4) triazine, Triazine,

Furfuryl glycidyl ester, 2ethyl 2 hexen-1-ol, 5 methyl-3-

heptyne, Ethylene glycol, Hexagol and many other

Table 2 Minimum inhibitory concentration (MIC) and minimum bactericidal activity (MBC) of the methanolic leaf extract of in vitro and ex

vitro plants of Coleus forskohlii

Bacteria MIC (mg/ml) MBC (mg/ml)

Type Isolate no In vitro

plant extract

Ex vitro

plant extract

In vivo

plant extract

In vitro

plant extract

Ex vitro

plant extract

In vivo

plant extract

Pathogenic (Multi-drug resistant strains of

urinary tract infecting bacteria)

42,571 1.25 0.75 2.75 1.75 1.25 3.50

42,423 0.75 1.50 2.25 1.25 2.25 2.50

43,181 1.00 0.75 2.25 1.75 1.50 2.75

42,269 R R R R R R

42,230 1.50 1.25 3.00 2.25 2.00 3.75

43,546 3.00 2.75 - 4.25 3.50 -

43,230 1.25 1.00 - 1.75 1.75 -

43,164 6.50 5.75 - 7.25 6.75 -

42,285 1.00 0.75 2.00 1.75 1.50 2.50

43,571 0.75 0.50 2.00 2.00 1.25 2.00

42,436 R R R R R R

43,529 3.00 2.75 5.25 4.25 3.50 5.75

42,398 4.75 4.25 - 6.25 5.50 -

43,280 R R R R R R

43,509 2.25 3.00 5..75 3.25 4.25 6.50

43,627 1.50 0.75 3.50 2.25 1.50 4.00

42,006 3.25 6.25 - 4.75 7.50 -

42,369 3.25 2.75 6.00 4.75 3.50 7.00

42,332 4.50 4.25 - 5.25 4.75 -

42,313 2.25 5.75 7.50 3.50 7.25 9.00

Laboratory standard bacterial strain (MTCC) MTCC

3160

0.50 0.75 2.00 1.25 1.25 2.25

MTCC

109

R R R R R R

MTCC

443

1.00 0.75 2.75 1.75 1.25 3.50

MTCC

3542

0.75 0.75 1.75 1.50 1.50 2.00

MTCC

441

1.25 1.00 2.75 2.25 1.75 3.50

MTCC

3382

1.00 0.25 1.50 1.75 0.50 1.75

MTCC

7621

1.50 0.25 2.75 2.25 0.50 3.25

MTCC

1972

1.75 0.50 3.00 2.25 0.75 4.00

‘R’ = Resistant
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Table 3 Important phytochemicals detected by GC–MS analysis of the methanolic leaf extract of micropropagated in vitro plants and field

grown ex vitro plants of Coleus forskohlii

Sl.

no

Chemical constituents Molecular

formula

In vitro plant Ex vitro plant Biological activities*

Mol

wt

Retention

time

%

Area

Mol

wt

Retention

time

%

Area

1 Isocyanic acid, methyl ester C2H3NO 57 6.79 0.58 57 7.76 2.50 Effects on atherosclerosis, cataracts,

rheumatoid arthritis

2 2–3 butanediol C4H10O2 90 8.07 2.50 90 11.45 0.55 Used as liquid fuel and synthetic

rubber

3 4-Ethyl-2-Hexynal C8H12O 124 23.91 0.24 124 14.68 2.50 -

4 Thiophene- 2 carboxamide C12H10N2O4S 278 15.18 2.50 - - - Anti-allergic, antibacterial,

antidiabetic, anti-inflammatory

5 Pentanoic acid C5H10O2 102 15.67 1.57 102 15.81 1.75 Potential biofuel, used in cigarette

to increase nicotine delivery

6 Acetamide derivative C18H17N3O3S 355 16.57 2.50 - - - Antioxidant, Anti-inflammatory

7 6,7- Dimethyl triazolo (4,3 b)

(1,2,4) triazine

C6H7N5 149 17.67 1.00 149 29.32 0.45 Antifungal, antibacterial,

anticancer, HIV, inflammatory

8 4 tetradecyne C14H26 194 17.84 1.50 194 20.57 0.98 -

9 5-methyl-3-haptyne C8H14 110 41.25 0.94 110 17.89 2.50 -

10 Neo Hexane C6H14 66 17.99 2.50 66 40.59 1.48 Active against biological assay as

probe molecule

11 Acetonitrile derivative C4H6N2 82 18.43 2.50 82 15.66 1.28 Organic solvent for antioxidant

12 1 aminocyclopropanecarbonitrile C4H6N2 82 18.78 2.50 - - - Anxiolytic, anti-addictive,

neuroprotective

13 Phthalic acid ester C22H28C12O4 426 18.81 2.50 - - - Carcinogen

14 2- pyrazoline C8H16N2 - - - 140 19.07 3.75 Antibacterial, antifungal, anti-

depression, anti-tumor

15 4- Aminopyrimidine C4H5N3 95 19.34 2.50 - - - Antibacterial activity

16 Cyclohexanol C7H14O 144 19.52 2.50 - - - Cytotoxic and antibacterial

17 2- Octyne C8H14 110 19.57 2.50 - - - -

18 S- triazine C3H3N3 81 19.62 2.50 81 6.89 0.11 Antifungal, antibacterial, anti-

protozoan

19 Furfuryl glycidal ester C8H10O3 154 20.26 2.50 154 20.22 1.50 Antimicrobial activity

20 11 sulfanyl-1-undecanol C11H24OS 204 20.31 1.75 - - - -

21 1,3 Dioxolane, 2-tert-butyl-2-

methyl

C8H16O2 - - - 144 20.47 7.25 Antibacterial and antifungal

22 1-Butene C8H16O - - - 128 20.95 2.50 -

23 Oxalic acid, dipropyl ester C8H14O4 - - - 174 21.18 2.50 Processing agent

24 Cyclohexane Hexanoic acid C13H22O3 226 21.58 7.50 - - - -

25 Isopropyl derivative C20H32O 288 21.74 7.50 288 21.74 7.50 Pharmacologically active

26 Thiophene C8H16S 144 21.98 7.50 144 36.35 1.05 Antibacterial and anti-allergic

27 4-O-methyl-d-Arabinose C6H12O5 - - - 164 22.05 5.00 -

28 2,4 Dimethyl – 3 Hexanone C8H16O 128 34.08 1.15 128 22.29 7.50 Anti-germinative activity against

Clostridium botulinum spores

29 Triethelene glycol C10H18O6 234 22.68 1.25 234 22.74 7.50 Enhance protein stability

30 2H-Tetrazole C6H10N4O2 - - - 170 23.28 1.75 -

31 Oxirane C19H38O2 - - - 298 23.57 67.61 Antimicrobial

32 Propionic acid C7H14O2S 162 24.91 32.39 162 24.91 1.25 Cosmetic, plastics and

pharmaceutical industries

33 4-O-methyl-d-arabinose C6H12O5 - - - 164 25.81 2.50 -

34 Hexagol C12H26O7 282 26.09 2.50 - - - -

35 Ethylene oxide cyclic hexamer C12H24O6 - - - 264 27.23 7.50 -
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Table 3 continued

Sl.

no

Chemical constituents Molecular

formula

In vitro plant Ex vitro plant Biological activities*

Mol

wt

Retention

time

%

Area

Mol

wt

Retention

time

%

Area

36 18,19-Dihydroxy 1,4,7,10,13,16

Hexaoxacycloeicosane

C14H28O8 324 31.25 0.25 324 27.93 3.75 Antibacterial activity

37 Propanoic acid C10H22O3Si 82 28.88 5.75 82 28.18 2.50 Antifungal agent used in

food safety

38 6,7-Dimethyl triazolo(4,3b)(1,2,4)-

triazine

C6H7N5 149 29.32 0.45 149 29.32 0.45 -

39 3-Undecyne C11H2O 152 29.93 0.73 152 24.26 0.73 -

40 Sulfurous acid C19H40O3S 348 33.38 0.89 348 40.94 0.89 Antibacterial activity

41 11-Sulfanyl-1undecanol C11H24OS 204 34.60 7.92 204 34.61 1.08 -

42 Sulfurous acid, butylheptadecylester H2SO3 376 36.15 1.98 - - - -

43 3-Undecan-5-yne C11H18 - - - 150 37.41 0.35 -

44 Heptacosane C27H56 380 38.66 2.02 - - - -

45 Cetyliodide C16H33I 352 40.50 3.38 352 46.25 3.38 -

46 Methoxyacetic acid C3H6O3 90 41.04 16.66 - - - -

47 Isoxazole C3H3NO - - - 69 49.72 72.86 -

48 Hexaoxacyclononadeoane C26H50O12 554 50.46 1.17 - - - -

49 Silane C3H14Si3 134 50.76 1.78 134 51.00 0.55 -

*All biological activities are obtained from previously published literatures

Fig. 2 GC–MS chromatograph of methanolic extracts of the leaf of Coleus forskohlii. a In vitro plant extract, b ex vitro plant extract
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derivatives. Some compounds like Isocyanic acid 4-ethyl-

2-Hexanyl 1–3 dioxolane, Oxalic acid, Oxirane, Propanoic

acid, Ethylene oxide cyclic Hexamer are present only in ex

vitro extracts but not in the other. Likewise, some like

Acetamide derivative, 1- tetradecyne, Neo Hexane, Ace-

tonitrile derivative, 1 aminocyclopropanecarbonitrile,

Phthalic acid ester, 2-Octyne, Isopropyl derivative, Thio-

phene are present exclusively in in vitro extracts. Almost

all the compounds found recurrently in both the extracts

have antimicrobial activity. High antimicrobial activity

containing compounds like 6,7- Dimethyl triazolo, 2-

Pyrazoline, S- triazine, furfuryl glycidyl ester were not

detected in naturally grown plant extract. Compounds like

2–3 butanediol, 2ethyl 2 hexen-1-ol, Oxalic acid, Oxirane,

and Propanoic acid were present in naturally grown extract

as like ex vitro and in vitro extract. Absence of major

antimicrobial compounds and presence of some compound

in low amount proves naturally grown extract significantly

low in activity against pathogen and non-pathogens. Gas

chromatography–mass spectroscopy (GC–MS) of the root

extracts of C. forskohlii was previously done by few

researchers [24]. Availability of the leaf biomass is easier

as compare to root, because collection of root is only

possible by scarifying the plants whereas leaf could be

collected throughout the years without scarifying the

plants. GC–MS profiling of the leaf extract of C. forskohlii

shows presence of different type of phyto-constituents,

many of them having the ability to kill microbes and also

have anti-inflammatory and anti-cancerous activity. Fla-

vonoids are mostly active against bacteria by disrupting

their enzyme system. Bacterial membrane disruption is also

done by tannin groups through interfering with protein

synthesis process [25]. Many compounds are present in the

ex vitro extract but absent in the in vitro extract and vice

versa regarding to comparative data. Most of the com-

pounds, present both in in vitro and ex vitro extracts, are

known to have antimicrobial properties. They may con-

tribute cumulatively toward the antimicrobial potential of

the extracts. Presence of some additional antimicrobial

compounds in ex vitro extracts may be the cause of

showing enhanced activity over that of in vitro. Similar

findings has been described by few other researchers where

ex vitro field grown plants exhibited more antimicrobial

activity as compare to in vitro plants [7]. Protein that was

present in the plant extract mostly was antimicrobial.

Plants generate those peptide or protein for initial defense

mechanism [26]. Furfuryl glycidyl ester commonly named

furan, found in in vitro extracts, is also reported as an

active compound against bacteria and fungi [27]. Propionic

acid, a common compound present both in in vitro and ex

vitro extracts, is active against the growth of bacteria and

molds and commonly used in the food industries [28].

Phthalic acid ester, although present in small amount, is a

potent carcinogenic agent [29]. Pyrazoline is an active

phyto-constituents present in the plant extract also having

the antifungal antibacterial [30] activity.

Conclusions

The leaf extracts of C. forskohlii (naturally grown source

plants, tissue culture raised in vitro and ex vitro plants)

found to be effective on some multi-drug resistant patho-

genic ESBL positive bacterial strains collected from the

urine samples of UTI patients. Specially, the ex vitro plant

extract is significantly effective against multi-drug resistant

UTI pathogens and can be produced through tissue culture

throughout the year. Although root was previously sub-

jected to similar experiments, the present study is the first

attempt using leaves of C. forskohlii and seems extensive

good pathogen-killing ability. Leaf biomass of a single

plant is much higher than the root, additionally leaf could

be collected round the years but roots once after complet-

ing the lifespan. Therefore, leaf is better choice than root

for continuous supply of antimicrobial phytocompounds.

Further investigation using various other pathogens would

be very promising and according to the resulted data the

compounds and extract can be used as alternative therapy

in future medicine.
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ABSTRACT: 

The aim of this study was to examine the antibacterial effects of curry leaves. After drying 

we grind the leaves to make powdery form. The powder was mixed with ethanol or methanol 

to make extract for examine antibacterial effect against some specific bacteria. The 

methanol extract of curry leaves more effective against Streptococcus sp., showed zone of 

inhibition 38.0 ± 2.0mm as compared to zone of inhibition of Staphylococcus sp. 

(34.1±1.0mm) and E. coli (36.5±1.0mm). 

KEYWORDS:  

Murraya koenigii, Bacteria, Inhibition zone, Antimicrobial effects. 

Introduction: 

Curry leaves (Murraya koenigii) are well known spice for distinct aroma due to the presence 

of certain volatile oil and their ability to improve digestion. It is very common in Asian 

country for flavoring food. Even after dying it retain its slight pungent, better taste. It is very 

famous in traditional India for its medicinal properties. It is associated with Reactive 

Oxygen Species (ROS) like hydroxyl radicals, hydrogen peroxide and superoxide anion 

radicals. In case of stress our body produce high amount of ROS that cause cell injury, that 

cause nucleic acid damage, and damage of other cellular biomolecules. Although natural 

antioxidant use for treatment of various oxidative stress disease. It may be resist by various 

multidrug resistant pathogens. This increase has made the use of broad spectrum antibiotics 

and immuno-suppressive agents indiscriminately. Synthetic drugs are not only expensive 

and inadequate for treatment of diseases but are often with serious side-effects. Essential 

oils are widely used secondary metabolites produce by aromatic plant due to potent 

biological activities. Murraya koenigii leaves contain huge amount of proteins, 

carbohydrate, fiber, minerals, carotene, nicotinic acid, Vitamin C, Vitamin A, Calcium and 

Oxalic acid. It also contains crystalline glycosides, carbazole alkaloids, koenigin, 

girinimbin, iso-mahanimbin, koenine, koenidine and koenimbine. Triterpenoid alkaloids 

cyclomahanimbine, tetrahydromahanimbine are also present in the leaves. Murrayastine, 

murrayaline, pyrayafolinecarbazole alkaloids and many other chemicals have been isolated 
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from Murraya koenigii leaves. This leaves have properties to cure diarrhea, dysentery, can 

prevent vomiting tendency. Curry leaves as well as seeds are a source of essential oil used 

in soap and perfumery industry.  

Leaves root and bark having other medicinal properties like relief from renal pain. Previous 

phytochemical investigations on this plant revealed the presence of carbazole alkaloids, 

andcoumarins. The present study is aimed at preliminary phytochemical screening of the 

root extracts of Murraya koenigii and evaluation of the same for potential.  

This study was undertaken to evaluate the antibacterial properties of the ethanol, methanol 

and aqueous extracts of curry leaves (Murraya koenigii) on selected clinically pathogenic 

bacteria isolates. 

Materials and Methods: 

Site of Experiments:  

The whole experiments were carried out in the lab room of Rabindra Mahavidyalaya, 

Champadanga, Hooghly, W.B, India. 

Collection of Microorganisms:  

The tested microorganism (Staphylococcus sp., Streptococcus sp., and E. coli.) bought 

together from MTCC Chandigarh, India. 

Collection of Plant Materials:  

The leaf of testing plant Murraya koenigii (Curry) was collected from the field of 

Champadanga, Hooghly, W.B, India. 

Methanol extraction: 

To make methanol extract, add 10gm of curry powder to 20ml of 70% aqous methanol 

solution (w/v), then it cover by filter paper and keep on rotary shaker for 24hrs. Then keep 

in dark for 2-3 day at room temperature and then collect supernatant and solvent is 

evaporated by incubating at room temperature for 48hrs to make final volume 400mg/ml of 

curry leaves. 

Ethanol extraction: 

To make ethanol extract, add 10gm of curry powder to 20ml of ethanol and distilled water 

(8: 2 w/v), then it cover by filter paper and keep on rotary shaker for 24hrs.  

Then keep in dark for 2-3 day at room temperature and then collect supernatant and solvent 

is evaporated by incubating at room temperature for 48hrs to make final volume 400mg/ml 

of curry leaves. 



In – Vitro Antibacterial Potentiality of Indian Medicinal Plant Murraya Koenigii 

39 

 

Aqueous extraction: 

To make aqueous extract, add 10gm of curry powder to 20ml of 70% aqueous solution 

(w/v), then it cover by filter paper and keep on rotary shaker for 24hrs.  

Then keep in dark for 2-3 day at room temperature and then collect supernatant and solvent 

is evaporated by incubating at room temperature for 48hrs to make final volume 400mg/ml 

of curry leaves. 

Determination of antimicrobial activity:  

Paper distinction method used to evaluate antibacterial activity of different extracts of curry 

leaves. The disc made by using filter paper with 66mm diameter that was soaked in 

methanol and ethanol solution (15ml in each disc) with concentration 400mg/ml 200mg/ml, 

100mg/ml and 50mg/ml each extract. 

Statistical Analysis: 

Each and every experiment was respected in triplicate sets and mean value of each set result 

were taken to represent the antibacterial activity of curry leaves extracts. All results were 

recorded as S (sensitive), I (intermediate sensitive) and R (resistant).  

The results of sensitivity tests were expressed as (0) = (R) for no sensitivity, + for (below 6 

mm) = (R) for low sensitivity, ++ (7- 12mm) = (I) for moderate sensitivity and +++ (13mm 

& above) = (S) for high sensitivity. 

Result and Discussion: 

In comparing the inhibition zones of Staphylococcus sp., Streptococcus sp. and E. coli on 

nutrient agar, the curry leaves (methanol) extract was more effective with Streptococcus sp. 

in producing a maximum of 38.0 ± 2.0mm inhibition (table-1, Figure-1) zone as compared 

to a maximum of 34.1±1.0mm inhibition (Table-2, Figure-2) zone for Staphylococcus sp. 

and to a maximum of 36.5±1.0mm (Table-3, Figure-3) inhibition zone for E. coli.  

The 400mg/ml concentration produced the maximum inhibition zones for both bacteria 

which progressively reduced with further dilutions from 200 mg/ml to 50 mg/ml. 

Table 1: Zone of inhibition (mm) for Streptococcus sp. 

Concentration Methanol Ethanol Aqueous solution 

400 mg/ml 38.0 ± 2.0 37.0 ± 2.0 32.7 ± 1.0 

200 mg/ml 33.2 ± 1.0 32.0 ± 1.0 26.5 ± 1.0  

100 mg/ml 27.3 ± 2.0 27.1 ± 2.0 22.3 ± 2.0 

50 mg/ml 22.1 ± 0.0 21.1 ± 0.0 18.1 ± 1.0 
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Figure 1: Zone of inhibition (mm) for Streptococcus sp. 

Table 2: Zone of inhibition (mm) for Staphylococcus sp. 

Concentration Methanol Ethanol Aqueous solution 

400mg/ml 34.1±1.0 32.3±1.0 27.5±1.0 

200mg/ml 30.2±2.0 28.2±2.0 25.1±2.0 

100mg/ml 26.4±1.0 24.1±1.0 22.5±1.0 

50mg/ml 22.3±1.0 19.0+0.0 17.7±2.0 

 

Figure 2: Zone of inhibition (mm) for Staphylococcus sp. 
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Table 2: Zone of inhibition (mm) for E.coli. 

Concentration Methanol Ethanol Aqueous solution 

400mg/ml 36.5±1.0 33.1±1.0 29.1±1.0 

200mg/ml 32.4±2.0 29.3±2.0 26.3±2.0 

100mg/ml 27.1±1.0 25.1±1.0 23.5±1.0 

50mg/ml 23.3±2.0 20.7±2.0 18.4±2.0 

 

Figure 2: Zone of inhibition (mm) for E. coli. 

Conclusion: 

After evaluating it is shown that curry leaves are effective on E. coli, Staphylococcus, and 

Streptococcus sp. The ethanol and methanol extracts of curry leaves were found to be effect 

on all strains, except Klebsiella pneumonia and Pseudomonas aeruginosa. Curry leaves 

have potential to use as antibiotic against tested microbes. So, it could be effectively used 

in everyday meal for its beneficial aspects. This plant can be useful source of food industry 

and medicinal field. This research could be further extended to test the bioactive properties 

of curry leaves for therapeutic use. 
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ABSTRACT  

Honey is often called nectar. This honey is a sweet fluid made by honey bees and it’s 
produced using the blossoms. Honey is hostile to bacterial, against viral and against 

contagious, and every one of these properties are utilized for wound recuperating. Because 

of the modest quantity of water it successfully dries the injuries and shields it. The rich 

sugar contents prevent microorganisms from development. Honey additionally contains a 
chemical that delivers the sanitizer H2O2 when it contacts an injury like damp surface. 

People around the world have been appreciating the health benefits of honey for thousands 

of years. As a characteristic food supplement, honey has been linked to infectious and health 
effects.  It has been set up as a potential restorative cell reinforcement specialist for different 

organic sicknesses. The process of dehydration of bees is frequent inside the bee. Honey 

contains an exceptionally unpredictable synthetic creation that fluctuates relying upon the 
wellspring of the plant. It has been utilized as food medication since antiquated occasions. 

So, it is totally healthy and nutritious nourishment for kids and grown-ups. Albeit not a 

bush, honey is created by a plant and is broadly utilized all throughout the planet. Madhu 

is a helpful compound to help staff and competitors defeat weakness and recover strength. 
Kids, youthful and old would all be able to eat nectar together with no bad results or side 

effects. Honey contains a multivitamin tonic and has antibacterial properties you can take 

honey alone or with milk and warm water in or out Practice a spot of cinnamon powder 

nectar; it will keep you sound. 

KEYWORDS 

Medicinal, Honey, Biology, Microbiology, Nutritional science. 

Introduction: 

Honey is marvel in nature. Honey has been around for quite a while we actually know very 

less about it. It is just honey gathered from honey bees from numerous blossoms. Honey is 
a typical sweet and an amazing restorative device for a long time. In early human 

advancement the Sumerians were very much aware of guard and honey and it is to say that 
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protected to know to appreciate. This is the most straight forward and frequently the most 

ideal approach to lessen sore throat and it tends to be required some investment. Honey is 

finally called an ancient written archive of folk medicine. The specification of its use is 
completely inferior to the current therapy as a potential therapy. There is, however, a 

friendship among some researchers that offers a consistent proposal for the use of honey as 

a complement to natural products as a reflection of well-desirable current treatment therapy 
or combination antioxidant therapy. Antioxidants eating honey with one teaspoon of Tulsi 

(Tulsi) cures nausea, cough and runny nose. Leaf juice People with asthma can also benefit 

by consuming honey every day.  Ayurveda recognizes honey as a great medicine that is able 
to provide life span. Osteoporosis is another situation that can be forestalled by ordinary 

nectar consumption.  Modern research has shown that honey is effective against stomach 

and bone cancers by creating wonderful effects of honey. Eating 1 tablespoon of cinnamon 

powder and 1 teaspoon of honey 3 times in 1 day reduces the symptoms of cancer in a 
month. Honey contains several antioxidants, effective against the growth of cancer. Snazzy 

medication guarantees that honey is compelling in treating stomach ulcers and is a protected 

and delicate approach to manage this horrendous issue. Obviously in the body, honey has 
over and again shown that it can clear the most profound injuries the most obstinate agony 

in certain spaces, where present day medication is exceptionally hard to obtain, honey is as 

yet being utilized to treat consumes and injuries. It is applying straight forwardly to the 
space, and covered with hygienic bandage or fabric. The fabric is taken out if new utilization 

of honey is required. The impact of the mending properties of Honey can be emotional. The 

blend of nectar shifts from blossom source to source. It shows a wide range of remedial 

properties like mitigating, antibacterial, against mutagenic, quick twisted recuperating, anti-

toxin, antiviral, antifungal and antitumor impacts. 

Chemical Composition of Natural Honey: 

It is composed of at least 181 elements of no small fame-honey. Its unique taste is the result 

of complex chemical processes, which is why sweet syrup alternatives simply cannot be 

compared. They cannot imitate the chemical knowledge of Mother Nature. Last year, bees 
in the United States alone produced a total of 158 million pounds of honey. It’s a lot of 

chemistry. 

❖ Carbohydrates: Shockingly, these contain the primary piece of honey – about 82%. 

The sugars present are monosaccharides such as glucose (30.45%) and fructose (39%), 

disaccharides (~8%) such as maltose, sucrose, furanose, isomaltose, cozibios and 
maltulose. There are additionally a few oligosaccharides (4.7%), including Illus, 

Thunderndose, and Panoz, which are framed from the inadequate breakdown of the 

greater saccharides presence in honey and hantide. 
❖ Vitamins and Minerals: Honey is low in vitamin B, pantothenic acid, riboflavin, folic 

acid, niacin, and nutrient B6. It contains some vitamins like vitamin C and minerals like 

iron (Fe), potassium (K), calcium(Ca),  zinc (Zn),  phosphorus (P), chromium (Cr),  

magnesium (Mg), manganese (Mn) and selenium (Se). 
❖ Antioxidants: The primary gatherings of cell reinforcements in honey are flavonoids, 

one of which, Pinocembrine, is remarkable to nectar and honey bee propolis. Ascorbic 

corrosive, catalase and selenium are additionally cancer prevention agents. All in all, 
the hazier the nectar, the more noteworthy its cancer prevention agent properties. 



International Journal of Research and Analysis in Science and Engineering 

42 

 

❖ Proteins and amino acids: Honey contains various chemicals, including invertase, 

which changes sucrose into glucose and fructose; Amylase, what separates starch 

into more modest units; Glucose oxidase, which changes glucose over to 
gluconolactone, coming about in gluconic corrosive and hydrogen peroxide; 

Catalysts, what separate peroxides framed by glucose oxidase into water and 

oxygen; and acid phosphorylation which eliminates inorganic phosphate from 
natural phosphate. Honey likewise contains eighteen free amino acids, the most 

plentiful of which is proline. The main amino amino is proline Honey ripe size 

measurements 71. Chronic components of ordinary injuries ought to be in excess 
of 210 mg/ kg. Value below 180 mg/ kg means honey is probably adulterated by 

adding sugar. Honeys proteins are mainly enzymes, reviewed by White 75 Bees add 

enzymes at different times honey ripening process. Digestive (amylase) digests 

starch from maltose and is heat and relatively stable Storage invertase (saccharin, 
α-glucosidase), please convert mainly glucose and sucrose Fructose, however, 

converts many more sugars. 

❖ Others element: Minor measures of nutrient riboflavin, niacin, folic corrosive, 
pantothenic corrosive, nutrient B6, and ascorbic corrosive. Different minor 

components incorporate Calcium, Iron, Zinc, Potassium, Phosphorus. Foras, 

Magnesium, Selenium, Chromium and Manganese a natural acids are other 
significant gatherings of machines, for instance, acidic, battery, citrus, succinic, 

lactic, malic and gluconic acids and a couple of other fragrant acids. The different 

catalysts present in nectar are glucose oxidase, sucrose diastase, catalysis and 

corrosive phosphatase. A portion of the distinguished flavonoids and phenolic 
compounds in the recognized honey incorporate campferol, quartcetin, chrysin, 

pinobexin, lutlin, epigenin, pinosembrin, genistein, hesperitin, p-viric corrosive, 

narcinid corrosive, glycic corrosive, glycyrrhizin, Flavonoids and phenolic 
corrosive concentrates are known to be exclusively answerable for these cell 

reinforcements and opposite results of nectar. 

Average Composition in Honey: 

Components Average 

Water 17.2 

Fructose 38.19 

Glucose 31.28 

Sucrose 1.71 

Disaccharide calculated as maltose 3.71 

Higher sugar 1.5 

Free acid as gluconic 0.43 

Lactone as gluconolatone 0.14 

Total acid as gluconic 0.57 

Ash 0.169 

Nitrogen 0.041 

Minerals 0.2 



Potential Natural Antioxidant and Other Health Benefits of Honey… 

43 

 

Components Average 

Amino acid as protein 0.3 

pH value 3.9 

Honey’s Nutritional Value: 

Honey is mainly made up of fundamentally of carbohydrates and water. It contains a few 

follow sums minerals and nutrients. You can discover calcium, iron, magnesium, zinc, 
potassium, niacin and riboflavin in nectar additionally contain a combination of phenolic 

acid and flavonoids in honey.  

These are cancer prevention agents that take out conceivably damaging free extremists in 

the human body. The USDA gives the accompanying data to 1 tablespoon (21 grams) of 

100% unadulterated honey bee. 

Calories 64mg 

Fat 0mg 

Sodium 0mg 

Carbohydrates 17mg 

Fiber 0mg 

Sugars 17mg 

Protein 0mg 

Medicinal Properties: 

1. Honey is made by thick, sweet fluid and Honey can be low in nutrients and minerals 

some plant compounds are high.  

2. Honey contains various cancer prevention agents, including phenolics intensifies like 
flavonoids.  

3. Some investigations have shown that nectar improves the heartRisk factors in 

individuals with diabetes. Notwithstanding, it additionally expands glucose levels - so 
it can't be viewed as Healthy for diabetics.  

4. Eating honey can prompt moderate decrease Blood pressure is a huge danger factor for 

coronary illness.  
5. Honey appears to positively affect Cholesterol levels. This prompts an unobtrusive 

decline altogether and "terrible" LDL Cholesterol when raising "great" HDL 

cholesterol.  

6. Elevated fatty substances are a danger factor for this Heart infection and type 2 diabetes. 
A few examinations have shown that nectar can be diminished Triglyceride levels, 

particularly when utilized as a substitute for sugar. 

7. Honey cans for babies over one year old go about as a characteristic and safe hack 
suppressant. A few examinations have shown that it is equal Cough is more powerful 

than medication.  
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8. Honey can be a piece of it when applied to the skin effective treatment plans for 

consumes, wounds and numerous other skin conditions It is especially viable for 

diabetic foot ulcers 
9. Added to the cell antioxidants in honey beneficial consequences for heart wellbeing, 

including increasing your blood stream reduces the risk of heart and blood clusters.  

Biological Activities of Honey: 

❖ Antioxidants Activity: Crude honey contains a variety of plant synthetic compounds 
that go about as cell antioxidants. A few kinds of honey contain cancer prevention 

agents like products of the soil. Cancer prevention agents help shield your body from 

cell harm because of free extremists. Free revolutionaries add to the maturing 

interaction can likewise add to the improvement of ongoing sicknesses like malignant 
growth and coronary illness. Studies have shown that the cell antioxidant agents in 

honey called polyphenols can assume a part in forestalling coronary illness.  

❖ Antibiotic activity: Honey is one of the most seasoned known anti-toxins (antibiotics), 
following back to antiquate occasions. Egyptians often utilized honey as a characteristic 

anti-microbial and used as skin protectant. Nectar contains H2O2 trusted source which 

may represent a portion of its antibacterial characters. Moreover, honey has a low pH 

contain. These attempts to pull dampness away from microbes, making the microscopic 
organisms get dried out and vanish.  

❖ Apoptotic activity: Nectar makes apoptosis in numerous kinds of malignancy cells 

through depolarization of mitochondrial membranes Various tests were performed 
against the anti-sweetness movement Groups of tissue and disease cell lines, for 

example colorectal breast, endometrial, prostate, renal oral and cervical disease crude 

honey animates the activity of chemotherapeutic treatments as 5-fluorouracil and cyclo-
phosphamide. 

❖ Anti-mutagenic Effects of Honey: The capacity of mutagenicity to instigate hereditary 

transformation is interlinked with cancer-causing nature. Honey displays solid anti-

mutagenic movement. The impact of honey on UV and gamma radiation uncovered 
Escherichia coli cells was researched to notice SOS reaction, which is a mistake inclined 

fix pathway adding to mutagenicity. 

❖ Anti-inflammatory and immune modulatory activities: The immune modulatory 
activity of honey on invulnerable and cutaneous cells associated with wound mending. 

Honey can either invigorate or hinder the arrival of specific components (ROS, MMP-

9, cytokine) from resistant and cutaneous cells relying upon wound condition. Honey 
builds T and B cells, eosinophils, antibodies, monocytes, neutrophils and normal 

executioner cells age during essential and auxiliary insusceptible reactions in tissue 

culture A sugar, nigero-oligosaccharides, present in honey has been seen to have 

immune potentiating impacts. Non sugar elements of nectar are likewise liable for 
immune modulation. 

❖ Antimicrobial activity: In medicinal the helpful utilization of nectar necessitates that 

it should display predictable and normalized antimicrobial movement. Drug and natural 
researchers need to recognize the botanical species which give hostile to microbial 

qualities. Honey obtained high osmolarity and low pH joined through the enzymatic get 

together of H2O2 applies an enemy of microbial outcomes. 
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Medicinal Effect of Honey: 

Honey has been known as a medication of nature for quite a long time. Ongoing medical 

researches there are many healing uses for honey. The benefits of on eyshadhi as natural 

and the use of honey Remedy. 

1. Burns: Honeys have been utilized as a balm to mend consumes and forestall 

contaminations for millennia. 

2. Diabetes: Honeys have a lower glycemic record than sugar, which implies it won’t raise 
your glucose levels like sugar. It tastes sweeter than sugar and you can use fewer 

sweeteners in food. This makes nectar a preferred option over sugar. In one 

investigation, specialists found that substituting honey for unadulterated sugar was 

viable methods to keep glucose levels are stable.  
3. Cancer: Nectar is commended for its cell antioxidant characters, which is the reason 

many are astounded in light of the fact that it can help forestall or treat malignant 

growth. A recent report from Iran shows how honey influences renal cell carcinoma, a 
kind of kidney malignant growth. Scientists have tracked down that nectar is viable in 

protecting malignancy cells from manifolds and they infer that it propels further 

investigation as a therapy for cancer. 

4. Wound care: Topical use of medical-grade honey has been shown to promote wound 
healing, particularly in burns. Honey can sterilize wounds and promote healing, and 

also reduce pain, odour, and wound size.  

5. Psoriasis: Psoriasis is a common skin condition that causes redness, blisters, itching 
and even sores. It is usually treated with topical creams that contain corticosteroids or 

vitamin D but honey can be more effective. 

6. Herpes: Studies conducted in Dubai have shown that honey is an effective topical 
treatment for both oral and genital herpes. Honey can heal wounds from herpes just as 

quickly as those found in any pharmacy and it is even better to reduce itching. 

7. Cardiovascular Disease: Cancer prevention agent (antioxidant) in Honey may be 

related with lessen hazard of coronary illness.  
8. Cough: Studies have shown that eucalyptus honey, citrus honey and labiate honey can 

act as a reliable cough suppressant for upper respiratory tract infections and acute night 

cough in some people. 
9. Hair loss: Those who suffer from hair loss or baldness can apply hot olive oil 

pasteTable spoon or honey, one teaspoon cinnamon powder before bath and place it 

around 15 minutes and then wash the hair. It was kept for 5 minutes but it seemed very 
effective also. 

10. Cholesterol: Two tablespoons of honey and three teaspoons of cinnamon powder 

mixed 16 If the cholesterol patient is given an ounce of tea water; It lowers cholesterol 

levelsBody by 10% in 2 hours. As mentioned for arthritis patients, if taken 3 times a 
day Pure honey, according to information in the journal Chronic Cholesterol Healing 

Cholesterol complaints can be relieved by playing with food every day. 

11. Colds: The individuals who experience the ill effects of normal or serious colds should 
be taken 1 teaspoon of hot honey with one-fourth teaspoon of cinnamon powder like 

clockwork. This interaction will be the most curable to clear chronic disease, runny nose 

and sinuses.  
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12. Pimples: Take 3 teaspoons of honey and 1 teaspoon of cinnamon powder glue. Apply 

this glue on the pimples prior to dozing and wash it next morning with warm water. 

Whenever done every day for about fourteen days, it eliminates pimples from the roots.  
13. Skin infections: Applying cinnamon powder and honey in equivalent parts on the 

influenced parts for fixes dermatitis, ringworm and a wide range of skin contaminations. 

Limitations of Honey: 

❖ Allergic reactions: Eating crude honey can cause gentle to direct sensitivities. It is the 
natural nectar of blossoms that can contain dust, pesticides, insect sprays and heaps of 

different synthetic substances. Its immediate intake may prompt the improvement of 

unfavorably susceptible manifestations like expanding, tingling, aggravation, rash, 

perspiring, asthma, coughing, honey side effects and honey application to the symptoms 
of the mouth and so on. 

❖ Weight gain: Taking honey with gentle heated water or lemon juice advances weight 

reduction and assists with diminishing abundance calories and spread additional pounds 
in our body. In any case, it is significant that eating a lot of nectar or eating honey alone 

isn’t so useful for our body weight and can make us fat. This is on the grounds that 

honey contains a great deal of sugar which can be handily ingested into our circulation 

system and can prompt weight gain and stoutness since it contains a ton of calories. 
❖ Nerve damage: Crude honey contains a gathering of chemical called ‘grayanotoxins’ 

which are harmful to our sensory system. All in all, these poisons are excluded from 

food during its sanitization. Notwithstanding, when crude honey is devoured, it 
basically comes and damage our nerve cells. Accordingly, it meddles with the ordinary 

functioning of our sensory system.  

❖ Abdominal Discomfort: Over consumed of honey may cause genuine stomach 
uneasiness. Being wealthy in fructose, it can intrude on the supplement assimilation 

limit of your small digestive tract. Now and again it likewise prompts intense conditions 

like looseness of the bowels or an annoyed stomach. 

❖ Risks of child botulism:nIt is not safe to give honey to children under 12 months. 

Sweet bacterial spores can cause baby botulism, a rare but potentially fatal disease. 

Conclusion: 

Honey is also known as Madhu in ayurvedic sacred texts is perhaps the main medications 

utilized in ayurveda. In ayurveda, honey is utilized for both inner and outside applications. 

Honey has a praiseworthy dietary benefit. Crude honey has astringent, anticonvulsant, anti-
nociceptive and stimulant impacts and improves the oxidative state of the cerebrum. A few 

honey supplements consider have shown that nectar polyphenols have neuroprotective and 

nootropic impacts. Honey is an effective treatment for a range of oral ulcerative conditions 
Its natural immune-boosting capability. Quite possibly the main characteristic items is 

honey, which has been utilized for different lifeless purposes since antiquated occasions. 

The most notable impact of honey is its antibacterial action to reduce a variety of 
inflammatory, immune-regulating and estrogenic reactions. It can be concluded that bee 

honey is an invaluable natural ingredient with multiple uses. It is an effective medicine, a 

safe home remedy, cosmetics and a nutrient that can be used by people of all ages. 
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ABSTRACT

The nutritional value of the pulse crops are seemingly affected by the seed borne mycoflora of the seeds. In the

pulse crops (Soya bean, cow pea, mung bean & lentil) many kind of seed borne mycoflora are found and reported.

The mycoflora are responsible for the degradation of protein and causing the damage to seeds. The mycoflora include

Alternaria alternata, Fusarium oxysporum, Macrophomina phaseolina, F. moniliforme, A. raphani and Cercospora
kikuchi. The diminishing in the protein substance of the seeds. The decreases in protein content are Soya bean 135

mg/g, cow pea 110 mg/g, mung bean125 mg/g and lentil 100 mg/g. The seed borne fungi usually reduce the protein

and oil content of pulse seeds. As a result, the seed germination decreases. Some biochemical treatment can protect

the seed from protein content loss.

Key words: Biotechnology, Microbiology, Mycoflora, Seed Biology.

Around 88% plant protein is consumed in India.

Soya bean, cow pea, mung bean and lentil are more

famous sources of protein. The protein content of

pulse crops are proved as 45 g/100g for soya beans,

25g/100g for mung beans, 22g/100g for cow pea,

and 26g/100g for lentil.  The seed borne mycoflora

include Alternaria alternata, Fusarium
oxysporum, Macrophomina phaseolina ,

F. moniliforme, A. raphani and Cercospora
kikuchi are found dominant upon the seeds of four

pulse crops. The mycoflora dammage the variety

of crops (Ramanjineyulu 2018). Kashinath and Raha

(2006) found that the degradation of protein cause

the seed to disruption or decrease the health benefits

of the crops and sometimes they cause the whole

yield to be destroyed. The arhar seed disease are

the results of the decrease of protein content caused

by some soil mycoflora as A. flavus, Fusarium

moniliforme, Aspergillus niger,  Alternaria
alternata, Fusarium oxysporum, Macrophomina
phaseolina (Ahlawat et al., 2016). Causes the loss

in seedling germination and growth of Vigna
radiata L. (Maiti & Basu 2010). The mango pulp

sugar content is also affected by the Aspergillus
niger. So the point of the investigation was to find

out the impact of the Seed borne mycoflora on the

protein content of four pulse crops. The significant

damage was observed in the pulse crops protein

substance because of the seed borne mycoflora

(Narayana & Manoharachary 2014). The damage

of the pulse crops cases economical damage to the

nation every year. And this Seed borne mycoflora

also decrease the seed quality and affects the health

status of the consumers. The seed borne mycoflora

also decrease the germination rate of the seeds and

damage the yield (Satyanarayana et al., 2010).
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Plus seeds are very important source of edible

protein. They contain Protein approximately double

than the protein content of cereals. Plus crops are

also fixing atmospheric nitrogen as they are

leguminous nitrogen fixing plants. They form the

symbiotic relationship with the nitrogen fixing

microbes. So they increase the fertility of the soil.

They also help in agriculture by fertilizing the soil.

About 90% of the mungbean is grown in irrigated

areas in the District of Layah, Bhakhar, Mianwali

and Jhang. Lentil needs more humidity and high

rainfall area it is also grown in several parts of India.

Thus the present study was under taken.

Materials and Methods

Seed samples of soybean, mungbean, cowpeas

and lentils were collected from field market near

Champadanga, Hooghly by standard method

technique. The fungal spore suspension of normal

and prevailing seed borne fungi in pulse crop is

prepared by mixing 10 ml of dissolved water and

adding pure cultures of seed borne fungi in pulse

crops and it is maintained by PDA agar slant at

room temperature for 5-7 days.

Protein estimation is usually done using the

Lowry’s method where a spectrophotometer is

used. A standard graph is prepared based on this

method and the protein content estimation of every

test pulse has been done. The reagents that have

been used in this method are as follows: Folin

ciocalteu reagent is commercially used with same

volume of distilled water was mixed at a time. 2%

Na2CO3 in 0.1 N sodium hydroxide in 100 ml

distilled water (Solution A). 0.5% CuSO4.5H2O in

1% sodium potassium tartarate in 100 ml distilled

water (Solution B). Alkaline copper solution: 50 ml

of solution A and 1ml of solution B. Standard protein

solution: Here 20 mg gelatin is dissolved with 20 ml

distilled water and then mixture was transferred into

volumetric flask (100 ml) and 100 ml volume is

made.

1g of each pulse seed like Mungbean, Cowpeas,

Soybean and Lentils were taken and crushed

through a grinder. The powder of every test pulse

seed is removed independently and a mixture of

ethyl alcohol and petroleum ether in the ratio of 2:1

is prepared and left for a few minutes. Then the

sediments were rinsed through ether solution and

solvents of every pulse seeds were filtrate in conical

flask. Then the filtrates and residue were collected

separately. The collected pulse seeds residues are

dried at room temperature and dissolved in 9 ml

20% TCA (Trichloro Acetic Acid) solution. Then the

mixture was kept at 4°C temperature for 4 hrs and

mixture was centrifuged at 10000 rpm for 5-10

minutes. As a result, of centrifugation a precipitation

was observed which was dissolved between 50ml

distilled water and 6 ml, 0.1N NaoH solution. 0.1

and 0.2 ml protein extract was taken between

different test tubes and the same procedure is

applied for each standard protein extract.

First five sterilized test tubes were prepared and

the test tubes were serially numbered. From the

protein stock solution 0.2, 0.4, 0.6, 0.8 and 1.0 ml

pipetted and serially added to the test tube without

blank. Then 1 ml of distilled water and 4 ml of

copper solution was added every test tubes including

blank tubes. Then the test tubes were shaken

slowly and kept at room temperature for a time and

0.4 ml of Folin ciocalteau solution was added

immediately. As a result, blue colour is produced in

30 minutes. Then we will measure optical density

(OD) with the help of spectrophotometer at 640 nm

and prepared standard graph with the help of OD.

Similar results on biochemical changes in pigeon pea

were reported by Kushwaha and Narain (2015),

Gadgil & Chavan (2009).

Results and Discussion

The result of Table 1 shows that common and

dominant fungi show more or less reduction in

protein content of different types of test pulse,

where Fusarium oxysporium and A. raphani
shows maximum reduction on the protein content

of the following test pulse (Biligrami et al., 1976):

Mungbean, Cowpea and Lentil. Alternaria
alternata and Cercospora kikuchii shows

maximum reduction on the protein content of the

Cowpea and Lentil test pulse. Minimum reduction

on protein content was reported in Cowpea and

Lentil by Macrophomina phaseolina and
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F. moniliforme and in soybean and Mungbean by

Cercospora kikuchii (Table 1). During storage

pulse seeds are adversely affected by seed borne

fungi and result in loss of seed carbohydrates and

protein. Macrophomina phaseolina is a common

and dominant fungi those usually degrade the quality

of seed protein, oil and carbohydrate (Fig. 1).

Sambasivam and Girija (2006) reported almost

similar results on Ginger.

Seed borne fungi are responsible for decreased

seed protein content and as a result protein content

reduction and the percentage of seed germination

and seedlings are decreases. Some natural

biochemical from seed borne fungi can be used to

protect the seed (Shingare et al., 2014).

Conclusion

From the study we could easily conclude that

the highest protein content was of soyabean infected

by Fusarium oxysporum and the lowest protein

content was of lentil affected by Fusarium
oxysporum. The result clearly spots the light on the

fact that the higher protein content were degraded

due to the growth of seed borne mycoflora. The

protein content was showing very much difference

with the control one. All four beans Soya bean, cow

pea, mung bean and lentils are highly affected by

the seed borne mycoflora of the seed. Six isolated

fungi (Alternaria alternata, Fusarium oxysporum,
Macrophomina phaseolina, F. moniliforme,
A. raphani and Cercospora kikuchi) have shown

Table 1. The total protein content of pulses is affected
by seed borne fungi

Total protein contents of seeds
Name of Fungi (mg/g of seeds)

Soy- Mung- Cowpea Lentil
bean bean

Alternaria 160 157 132 126

alternata
Fusarium 176 108 120 100

oxysporium
Macrophomina 154 154 125 131

phaseolina
F. moniliforme 173 161 134 120

A. raphani 153 109 128 137

Cercospora 156 144 122 125

kikuchii
Control 180 166 136 144

Fig. 1. Seed Borne Fungi isolated form Pulse

Fig. 2. The total protein content of pulses is affected by seed borne fungi
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more or less but significantly higher affects on the

seeds. The highest damage was obtained in soybean

and the lowest damage was obtained in cow pea.
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a b s t r a c t

Since the invention of the computer, all available information in every field has been digitized and made
available to people who use computer resources. As a result, massive amounts of data are being gener-
ated in every domain at an alarming rate. Agriculture is one such area of interest for researchers.
Machine learning is the process of extracting useful information from various types of data. The classifi-
cation of objects is an important area within the field of data mining, and its application extends to a vari-
ety of areas, whether or not in the field of science. Although k-Nearest Neighbor classification is a simple
and effective technique, it slows down the classification of each object. Furthermore, the classification’s
effectiveness suffers as a result of the uneven distribution of training data. The purpose of this paper is to
look into the applicability of various machine learning techniques in agriculture.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 1st International Con-
ference on Computations in Materials and Applied Engineering – 2021.

1. Introduction

Indian agriculture [1] is in the early stages of adopting Informa-
tion and Communication Technology (ICT) techniques for farm
management and output improvement. ICT has the potential to
benefit all farmers, including small landholders, who are the most
vulnerable to crop losses. Agriculture is the most important part of
the Indian economy and is critical to India’s growth, employing
more than 40% of the Indian population (directly or indirectly).
ICT techniques can help vulnerable farmers, particularly small
stakeholders, take appropriate preventive/mitigating actions in
the event of crop diseases, adverse weather, or even soil health.

Machine Learning (and its subset deep learning) and Artificial
Intelligence [2] have contributed to an explosive increase in the

application of computer science to previously thought-to-be-
impossible complex science problems. The foundation of this the-
sis is machine learning, specifically Deep Learning and its subset,
Convolutional Neural Networks (CNNs). Deep learning methods
have been used successfully to solve problems that are simple for
humans, such as game play or object recognition, but are difficult
to describe mathematically or are computationally prohibitively
expensive.

Image recognition, in particular, has undergone a paradigm
shift, with use cases sprouting up all over the place. Machine
Learning enables applications to predict outcomes with greater
precision and accuracy without being explicitly programmed. It
works by creating procedures that take input data and then predict
an output based on statistical analysis of the data.

Machine learning [3] and data mining employ similar statistical
analyses, both of which involve searching for patterns in data and
updating outputs in response to new inputs. Furthermore, machine
learning is powering virtual assistance technologies by combining
several deep learning models to provide relevant context and to

https://doi.org/10.1016/j.matpr.2021.06.236
2214-7853/� 2021 Elsevier Ltd. All rights reserved.
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interpret natural speech. Machine learning [4] is making it possible
for us to live happier, healthier, and more productive lives.

Agriculture is critical to the country’s economy since it feeds the
whole population. In this way, it connects and interacts with all of
the country’s relevant companies. If a country has a reasonably big
agricultural foundation, it is considered socially and economically
wealthy. Agriculture is the principal source of employment in the
majority of countries. Large farms frequently necessitate the hiring
of additional personnel to assist with planting and farm animal
care. The majority of these large farms have processing units
nearby where their agricultural goods are finished and developed.

This article provides a comprehensive review of machine learn-
ing algorithms applicable in the area of agriculture. This will help
future researchers to develop machine learning based solutions
for agriculture sector to reduce agriculture waste, water irrigation
etc.

2. Literature survey

This section contains literature review of various machine
learning algorithms, which are applicable in agriculture domain
for various tasks like- disease detection in crop, intelligent irriga-
tion, and soil classification, monitoring and tracking.

2.1. Machine learning techniques

Machine learning (ML) is a new area of data mining that allows
a computer program to become more accurate in predicting out-
comes without being explicitly programmed. These ML algorithms
are frequently classified as either supervised or unsupervised. For
inference (classification, regression), supervised learning algo-
rithms use labeled training data, whereas unsupervised learning
algorithms use unlabeled data to discover hidden existing patterns
(clustering).

Classification is the process of converting an input set of
instances P into a unique set of attributes Q, also known as target
attributes or labels. Various applications use classification tech-
niques such as decision tree classifiers, bayesian classifiers, artifi-
cial neural networks, nearest neighbor classifiers, random forest,
and support vector machines [5]. We’ll talk about each of them
briefly. Each technique operates on the basis of the learning algo-
rithm it employs.

A decision tree is one of the most common and straightforward
classifiers for solving classification problems. A decision tree is a
graph in which instances are sorted based on their feature values
to classify them. The decision tree is made up of nodes and
branches, where each node represents a classification instance
and each branch represents a value that the node can take on. In
decision, instance classification begins at the root node, and
instance sorting is based on their feature values.

In some applications, predicting the class label for a given set of
input attributes is difficult. Furthermore, class variables are non-
deterministic, even when using the given input attribute set values
to match some of the attributes of the training data set. This is con-
ceivable owing to the presence of some noisy data and puzzling
aspects that are not taken into account during analysis. For exam-
ple, predicting the likelihood of heart disease in a specific person
based on the routine that person follows.

In this case, it is possible that most people who eat healthy
foods and exercise regularly are at risk of developing heart disease
due to other factors such as smoking, alcohol consumption, and
possibly heredity. In such cases, the classification model is defined
based on commonly known heart disease attributes, which cannot
provide accurate information. There is a need to model probabilis-
tic relationships between the attribute set and the class label in

such applications, and the Bayesian classifier is all about justifying
such tasks [6].

The concept of an artificial neural network (ANN) is inspired by
biological neural networks, which are used to construct animal
brains. Because it is made up of interconnected nodes and directed
links, ANN is also known as a connectionist system. Each connected
link is given a weight and is in charge of transmitting a signal from
one node to another. When a node receives a signal, it processes it
before transmitting it to another node.

The signal at the connection between artificial neurons in com-
mon ANN implementations is essentially a real number, and the
output of each neuron is calculated by a non-linear function of
the sum of all its inputs. The strength of the signal increases or
decreases as learning progresses due to the weights of artificial
neurons and the connections between them [7].

There are two strategies for making a model learned in ML clas-
sification. One of them is that as soon as the training set is avail-
able, the model begins learning; such models are known as eager
learners. Another model observes all training examples but per-
forms classification only if the attributes of the test instance
exactly match any one of the training instances. Such students
are referred to as lazy students [8].

Each example is treated as a data point in a d-dimensional space
by the Nearest Neighbour (NN) classifier, where d is the number of
attributes. The distance between the given test example and all
data points in the training set is calculated. The k-Nearest Neigh-
bors of data point X are the k points closest to the X.

The data point is then classified based on its neighbors’ class
labels. If a data point has more than one class labeled neighbor,
the data point is assigned the class label with the greatest number
of class labels. The value of k’s nearest neighbors should be deter-
mined exactly. If the value of k is too small, it may misclassify due
to the presence of noise in the training data. On the other hand, if
the value of k is too large, there is a chance of misclassification
because the set of nearest neighbors may contain data points that
are located far away from the neighbourhood of the test attribute.

To begin, Random forest is a supervised machine learning algo-
rithm that consists of a forest of decisions made by multiple deci-
sion trees generated using random vectors. This approach may be
used to address classification difficulties as well as regression pro-
cedures. The result generated by the random forest is related to the
number of trees it combines in the forest in such a way that as the
number of trees in the forest increases, the possibility of obtaining
greater accuracy increases. It is important to note that creating the
forest is not the same as creating decision trees [8].

The primary distinction between decision trees and random for-
ests is that in the case of random forest classification, finding the
root node and splitting the feature nodes will occur at random.
Because of its benefits, random forest classification is popular.
One of them is that it can be used for classification as well as
regression. Another advantage of this method is that if a sufficient
number of trees are available, the problem of overfitting is avoided.
In addition, a random forest classifier can handle missing values
and can be modelled in the case of categorical values.

The random forest classifier has applications in medicine, bank-
ing, e-commerce, and the stock market. Random classifiers are
used in banking to identify loyal and fraudulent customers. In
medicine, Random Forest is used to identify the correct combina-
tion of medicines and to recognize the disease based on a patient’s
previous medical records. Random Forest classier is used in the
stock market to observe a stock’s behavior and then identify the
loss and profit. In the context of e-commerce, Random Forest
may be used to forecast customer product recommendations.

The supervised learning model used for classification is the Sup-
port Vector Machine (SVM). It has gotten a lot of attention in the
classification field. In the SVM model, instances of the distinct cat-
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egories are separated in vector space by a visible gap. As soon as a
new sample comes, it is mapped into the specific vector space, and
its label is assigned to a category based on which side of the gap it
falls [9]. Using the kernel trick, an SVM can perform non-linear
classification efficiently.

Clustering, also known as cluster analysis, is the task of group-
ing a set of objects so that objects in one group are more similar to
each other than objects in another, as illustrated in Fig. 1. The clus-
tering would improve as the similarities between objects in one
group and the dissimilarities between objects in different groups
increased. Clustering is the foundation of data mining and can be
applied in a variety of fields such as image processing, data com-
pression, computer graphics, machine learning, and many others.

As shown in Fig. 1, clustering can be used in conjunction with
other techniques for categorizing objects, such as classification,
segmentation, and partitioning. When we compare Cluster analysis
to classification, we can say that clustering is unsupervised learn-
ing. Cluster analysis differs from classification in that knowledge
of classes is retained in classification, whereas knowledge of
classes is not retained in clustering. Furthermore, in the case of
classification, new samples are classified into known classes,
whereas in the case of cluster analysis, groups are suggested based
on data patterns [9].

Hierarchical clustering is popular for several reasons, including
the following: 1) It does not require a specific value, as k-means

clustering does. 2) The generated tree contains meaningful taxon-
omy. 3) To compute the hierarchical clustering, only the distance
matrix is required. There are two types of algorithms available
for hierarchical clustering: an agglomerative algorithm that uses
a bottom-up approach, and a divisive algorithm that uses a top-
down approach.

2.2. Feature Extraction

Decock et al. [10] used mutual similarity relations in the
domain of discourse to represent linguistic hedges (e.g., cool,
warm) as fuzzy rough approximations.

In determining existing practices for the management of soil
nutrients, the extent of those practices and perception of soil fertil-
ity changes, Pilbeam et al. [11] used triangulated data. According to
the survey, the use of farm manure and chemical fertilizer are the
two most important soil fertility maintenance practices (mainly
urea and di-ammonium phosphate).

The comparison of various sensory types and instruments,
including field-based electronic sensors, spectral radiometers,
vision machines, multispectral and hyperspectral remote sensing,
satellite imaging, thermal imaging and olfactors systems, was car-
ried out by Lee et al.[12]. Lee et al. The study also examined and
discussed how precision farming and crop management, especially
with regard to specialty crops, can take place in these sensing tech-

Fig. 1. Clustering.

Fig. 2. Accuracy of Classifiers.
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nologies. The work relating to that impact on aspects such as accu-
racy, reliability and time-consuming, has been the imprecise or
ambiguous character of information in decision-making.

In order to determine the membership and non Member Func-
tion of FUZZY System Reliability, Garg [13] proposed the hybri-
dized technique called Particle Swarm Optimisation Vague
Optimisation. The system uses regular arithmetic operations rather
than flimsy arithmetic operations and particular swarm optimisa-
tion to prevent uncertainty. The system builds membership
functions.

As a common approach to the representation and rationalisa-
tion of uncertainty, Sturlaugson and Sheppard illustrated a Baye-
sian network. When the complexities of the network increase,
Bayesian is used as an intractable determinant with a large number
of nodes and states.

Mueller et al. [14] have developed studies on soil structure rel-
evance and how soil quality overall is preserved. Their findings
indicate that for visual soil structure assessment, soil with a con-
centration in clay greater than 30%, i.e. unfavorable soil structure,
was not reliably detected.

Chu et al. [15] aimed for a method of solving problems with pat-
tern recognition based on measures of similarity using intuitionist
fuzzy sets from Atanassov. In addition to the [16,17,18,19] conve-
nience of computing and ranking processes, a computer interface
decision support system has been developed to help decision-
makers more efficiently make diagnoses. This helped a lot in crop
monitoring, tracking, disease detection and freshwater saving.

3. Result and discussion

A data set of 500 images of crops was created for experimental
study. In experimental analysis, three classification algorithms
namely, SVM- Support Vector Machine, C 4.5 and ID3 classifiers
are used. These machine learning algorithms classified different
crop images. This will help in identifying diseases prediction in
crop. It will result in reduction in crop waste. It is shown in Fig. 2:

4. Conclusion

Agricultural research has benefited from technological advance-
ments, particularly by incorporating industrial advances into a sus-
tainable agriculture production system. By electrifying every
farming procedure, technology has transformed farming into a
viable business. This saves the farmer money and eliminates the
middleman who buys low from farmers and sells high to end con-
sumers. Recent applications of computational intelligence tech-
niques (such as evolutionary algorithms, neural networks, and so
on) provide solutions to site-specific decision modeling problems
in agricultural systems.

Agriculture is important to the country’s economy since it feeds
the whole population. It links and interacts with all of the country’s
relevant enterprises in this way. A country is considered socially
and economically prosperous if it has a sufficiently large agricul-
tural basis. In the majority of countries, agriculture is the primary
source of employment. Large farms usually require the hiring of
extra workers to help with planting and farm animal care. The bulk
of these huge farms have close processing plants where their agri-
cultural products are processed and developed.

Machine learning’s adaptability, promotion, and reduced costs
helps in assessing the complicated link between the input and out-
put of agricultural systems utilizing analytical approaches that are
characterized by non-linearity, time variable features, and numer-
ous unknown elements. This paper provides a review of various
machine learning-based algorithms that can be used in agriculture

for tasks such as crop disease detection, intelligent irrigation, soil
classification, monitoring, and tracking.

CRediT authorship contribution statement

Santosh T. Jagtap: Conceptualization, Methodology. Khongdet
Phasinam: Data curation. Thanwamas Kassanuk: Visualization,
Investigation. Subhesh Saurabh Jha: Writing - review & editing.
Tanmay Ghosh: Validation. Chetan M. Thakar: Writing - original
draft, Supervision.

Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.

References

[1] G. Gyarmati, T. Mizik, The present and future of the precision agriculture, in:
2020 IEEE 15th International Conference of System of Systems Engineering
(SoSE), 2020, pp. 593–596. doi:10.1109/SoSE50414.2020.9130481.

[2] R. Katarya, A. Raturi, A. Mehndiratta, A. Thapper, Impact of Machine Learning
Techniques in Precision Agriculture, in: 2020 3rd International Conference on
Emerging Technologies in Computer Engineering: Machine Learning and
Internet of Things (ICETCE), 2020, pp. 1–6. doi:10.1109/
ICETCE48199.2020.9091741.

[3] A. Sharma, A. Jain, P. Gupta, V. Chowdary, Machine learning applications for
precision agriculture: a comprehensive review, IEEE Access 9 (2021) 4843–
4873, https://doi.org/10.1109/ACCESS.2020.3048415.

[4] M.M. Anghelof, G. Suciu, R. Craciunescu, C. Marghescu, Intelligent System for
Precision Agriculture, in: 2020 13th International Conference on
Communications (COMM), 2020, pp. 407–410. doi:10.1109/
COMM48946.2020.9141981.

[5] I. Khan, X. Zhang, M. Rehman, R. Ali, A literature survey and empirical study of
meta-learning for classifier selection, IEEE Access 8 (2020) 10262–10281,
https://doi.org/10.1109/ACCESS.2020.2964726.

[6] S.P. Samuel, K. Malarvizhi, S. Karthik, S.G.M. Gowri, Machine Learning and
Internet of Things based Smart Agriculture, in: 2020 6th International
Conference on Advanced Computing and Communication Systems (ICACCS),
2020, pp. 1101–1106. doi:10.1109/ICACCS48705.2020.9074472.

[7] B. Sharma, J.K.P.S. Yadav, S. Yadav, Predict Crop Production in India Using
Machine Learning Technique: A Survey, in: 2020 8th International Conference
on Reliability, Infocom Technologies and Optimization (Trends and Future
Directions) (ICRITO), 2020, pp. 993–997. doi:10.1109/
ICRITO48877.2020.9197953.

[8] A. Muniasamy, Machine Learning for Smart Farming: A Focus on Desert
Agriculture, in: 2020 International Conference on Computing and Information
Technology (ICCIT-1441), 2020, pp. 1–5, doi: 10.1109/ICCIT-
144147971.2020.9213759.

[9] K.N. Bhanu, H.J. Jasmine, H.S. Mahadevaswamy, Machine learning
Implementation in IoT based Intelligent System for Agriculture, in: 2020
International Conference for Emerging Technology (INCET), 2020, pp. 1–5. doi:
10.1109/INCET49848.2020.9153978.

[10] M. Decock, A.M. Radzikowska, E.E. Kerre, A fuzzy-rough approach to the
representation of linguistic hedges, in: Technologies for Constructing
Intelligent Systems, Springer, Berlin, 2002, pp. 33–42.

[11] C.J. Pilbeam, S.B. Mathema, P.J. Gregory, P.B. Shakya, Soil fertility management
in the Mid-Hills of Nepal: practices and perceptions, Agric. Hum. Values 22 (2)
(2005) 243–258.

[12] W.S. Lee, V. Alchanatis, C. Yang, M. Hirafuji, D. Moshou, C. Li, Sensing
technologies for precision specialty crop production, Comput. Electron. Agric.
74 (1) (2010) 2–33.

[13] H. Garg, An approach for analyzing fuzzy system reliability using particle
swarm optimization and Intuitionistic fuzzy set theory, Multiple-Valued Logic
and Soft Computing 21 (3) (2013) 335–354.

[14] L.E. Sturlaugson, J.W. Sheppard, Principal Component Analysis PreProcessing
with Bayesian Networks for Battery Capacity Estimation. Conference in
Instrumentation and Measurement Technology, IEEE, Minneapolis, 2013, pp.
98–101.

[15] C.H. Chu, K.C. Hung, P. Julian, Complete pattern recognition approach under
Atanassov’s Intuitionistic Fuzzy Sets, Knowl.-Based Syst. 66 (2014) 36–45.

[16] J. Gholap, A. Lngole, J. Gohil, Shailesh, V. Attar, Soil data analysis using
classification techniques and soil attribute prediction, Int. J. Comput. Sci. 9 (3)
(2012) 14.

[17] S. Ghosh, S. Koley, Machine learning for soil fertility and plant nutrient
management using back propagation neural networks, Int. J. Recent Innov.
Trends Comput. Commun. 2 (2) (2014) 292–297.

S.T. Jagtap, K. Phasinam, T. Kassanuk et al. Materials Today: Proceedings xxx (xxxx) xxx

4

https://doi.org/10.1109/ACCESS.2020.3048415
https://doi.org/10.1109/ACCESS.2020.2964726
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0050
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0050
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0050
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0050
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0055
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0055
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0055
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0060
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0060
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0060
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0065
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0065
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0065
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0075
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0075
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0080
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0080
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0080
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0085
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0085
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0085


[18] S.S. Dahikar, V.S. Rode, Agricultural crop yield prediction using artificial neural
network approach, Int. J. Innov. Res. Elect. Electron. Instrum. Control Eng. 2 (1)
(2014) 683–686.

[19] M. Kaur, H. Gulati, H. Kundra, Data mining in agriculture on crop price
prediction: techniques and applications, Int. J. Comput. Appl. 99 (12) (2014)
975 8887.

S.T. Jagtap, K. Phasinam, T. Kassanuk et al. Materials Today: Proceedings xxx (xxxx) xxx

5

http://refhub.elsevier.com/S2214-7853(21)04616-2/h0090
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0090
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0090
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0095
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0095
http://refhub.elsevier.com/S2214-7853(21)04616-2/h0095




Protein profiling of rice (Khas) and mustard (Jhumi) seeds before and
after infected by seed borne mycoflora

Tanmay Ghosh a,⇑, Mohan Kumar Biswas b, Kaustav Aikat c

aDepartment of Microbiology, Dinabandhu Andrews College, Baishnabghata, South 24 Parganas, Kolkata – 700084, West Bengal, India
bDepartment of Plant Pathology, Palli Siksha Bhavana, Visva-Bharati, Sriniketan, West Bengal 731236, India
cDepartment of Biotechnology, NIT Durgapur, Burdwan, West Bengal, India

a r t i c l e i n f o

Article history:
Received 25 May 2021
Received in revised form 1 June 2021
Accepted 15 June 2021
Available online xxxx

Keywords:
Seed borne mycoflora
Microbiology
Biotechnology
Protein
Botany

a b s t r a c t

Rice andMustard are themost important cereal and oilseed crops produced almost all over theworld. Both
Rice andMustard contains several nutrients such as carbohydrates, protein, vitamin and etc. There are sev-
eral seedbornemycoflora that infect rice andmustard seeds and effects it’sworstly, impact on its purity and
quality. Here we have detected several protein bands with suspected proteins. It has been observed that
concentrations of proteins are decrease day by day. This is because several seed bornemycoflora has infects
theoilseeds and cereal crops andused its nutrients for their ownmetabolism. The aimof this study is to ana-
lyze the effects of pathogenic microorganism on seeds in the aspects of its protein content.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 1st International Con-
ference on Computations in Materials and Applied Engineering – 2021.

1. Introduction

In poor storage conditions pathogens are the most important
factors, which not only cause the seed ageing and deterioration
during storage but also seed and seedling rotting, abnormal pro-
duction of seed, seed necrosis.[1,2] The aim of our study is eco-
friendly management of this seed borne mycoflora of rice (Khas)
andmustard (Jhumi). Rice is the cereal crop seed belonging to grass
species Oryzae sativa. It is an important cereal grain that is use as
widely consumed staple food in major part of the world, especially
in Asia and Africa. [3,4]The mustard is the oilseed plant belongs to
family Brassicaceae. It is used to make mustard oil and also used as
spices. Rice has huge amount of protein and carbohydrate. [5]The
main component of rice is carbohydrate but protein is also present.
Mustard also contains vitamin as well as protein. In both rice and
mustard, the amount of protein decreases due to the effect of seed
borne mycoflora. Mustard contains coagulant protein, which may
use for water treatment in drinking purpose [6]. Rice contains glu-
telins, which are classes of prolamin protein found in endosperm of
rice.[7] Rice protein has high sulphur containing amino acid, cys-
teine.[8] On the other hand,Mustard has lower amount of cysteine
and methionine and higher amount of lysine.[9,10] There are dif-

ferent size of protein band pattern present in rice and mustard.
To analyze the protein qualitatively by denature its original form
to linear peptide chain is a process called Sodium Dodecyl Sulphate
Polyacrylamide Gel Electrophoresis [11]. It was observed that after
infected by certain mycoflora the amount of protein decreased, it
may be due to fungi utilized as a substrate for their growth. There
was six fungi Fusarium sp., Rhizopus sp., Alternaria sp., Rhizoctonia
sp., Cochliobolus sp. and Aspergillus sp. found associated with Rice
and Mustard among which Fusarium sp. and Rhizopus sp. were
more destructive. Farmers need a qualitative and quantitative food
production. Hence, it is important to test seeds before shower in
the field. An adverse aspect of seed borne pathogen is it will con-
taminate the areas which are disease free [10]. So, it is necessary
to treat seed borne mycoflora by using various seed treatment
method. [12]

2. Materials & methods

2.1. Lowry’s method

This method was developed to determine the protein content of
seeds. It is based on the principle of reduction of Phosphomolybdic-
phosphotecgenic components in Folin-ciocalteu reagent by using

https://doi.org/10.1016/j.matpr.2021.06.241
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tyrosin and trypophan that present in the proteinwith cupric tartate
which ismeasured by Lowry’smethod Figs. 1-4.

2.2. SDS-PAGE method

Polyacrylomide gel electrophoresis is a very common method
used for quantitatively study of protein mixture. It’s also helps to
determine relative molecular mass of the protein. Soluble proteins
were Electrophosphorised by 12% SDS polyacrylomide gel, here
SDS is an anionic detergent that denatured the protein prior to
leading. Protein separated by polyacrylamide gel treated with
reducing agent like Mercapto-Ethanol (ME) or Dithiothreitol
(DTT). SDS page disrupt the secondary, tertiary and quaternary
structure of protein to linear polypeptide chain. Now it has a net
uniform negative charge irrespected to its own negative charge.
As a result, protein molecules migrate entirely according to their
size.

2.3. UV–Visible spectrophotometer

It is a common analytic technique used to quantitative estima-
tion of color. An estimated substance must be capable to addict the
reagent. Color substance absorbs light according to its intensity.

Fig. 1. Plate �8Protein profiling of fresh and infected Rice and Mustard seeds genotype at Plate no. 8.
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Intensity of color is proportional to the concentration of color sub-
stance. In related to color intensity some specific wavelength of
light absorbed by passing monochromatic light passes through
the colored solution. The instruments used in this method are col-
orimeter, photometer or absorptiometer.

2.4. Chemical required

Tris base2. Acrylamide and Bis acrylamide3. Ammonium persul-
phate (APS) 4. TEMED 5. SDS 6. b-Mercaptoethanol 7. Glycerol 8.
Bromophenol blue 9. Glycine 10. Brilliant blue R-250 11. Acetic
acid 12. Methanol.

2.5. Material required

Test tube 2. Micropipette 3. Eppendorf 4. Tips 5. Measuring
cylinder.

2.6. Instrument

Cooling centrifuge 2. Electrophoretic unit 3. Electronic balance.

2.7. Different parts of colorimeter

Light source.
Filter (the device that selects the required wavelength).
Cuvette chamber (a beam of light is passed through the sample

within cuvette to measure absorbance, fluorescence intensity of
the sample).

Detector (photosensitive element which converts light signal to
electrical signal).

Galvanometer (quantitatively measurement of electrical signal).

2.8. Reagent preparation

Solution 1: Weighed 14.5 g Acrylamide and dissolved in mini-
mum amount of water made 50 ml volume.

Solution 2: (1.5 (M) Tris - HCl, pH 8.8) � 9.086gTris dissolved in
50 ml distilled water.

Solution 3: (1 (M) Tris - HCl, pH 6.8) - in 50 ml distilled water
dissolved 6.057 g Tris.

To prepare 10% ammonium per sulphate dissolve 1 g of APS in
10 ml distilled water.

To prepare 10% SDS, 10 g SDS dissolve in 20 ml distilled water.

2.9. 1XTris glycine electrophoresis buffer

Tris 7.6 g, 47 g glycine dissolve in 450 ml of distilled water then
add 50 ml of 10% SDS, mixed it properly.

2.10. 1XSDS gel loading dye

Mixed 5 ml glycerol, Tris 2.5 ml (6.8 pH), b-Mercaptoethanol
10.394 ml, 10% SDS 10 ml, bromophenol blue 0.5 g in 50 ml, dis-
tilled water 32.106 ml.

2.11. Staining solution

50 ml methanol, 10 ml acetic acid, glycerol, 0.05 g Coomassie
brilliant blue and 40 ml distilled water, mixed properly.

2.12. Destaining solution

Add 7 ml methanol with 5 ml acetic acid then add 88 ml dis-
tilled water.

2.13. Sealing gel

ml of sol 1 + 50 ml APS + 9 ml

� To prepare 10% separating gel of 10 ml, add 4 ml distilled water
into the 3.3 ml solution 1, 2.5 ml solution 2, 10% SDS 100 ml, 10%
APS 100 ml and 100 ml and 4 ml TEMED.

� To prepare 5% staking gel of 5 ml mixed 3.4 ml distilled water
into 0.83 ml of solution 1, 0.63 ml of solution 2, 50 ml 10%
SDS, 50 ml 10% APS and 4 ml TEMED.

3. Procedure

3.1. Lowry’s method

To make reagent A, mixed 2% sodium carbonate in 0.1 N sodium
hydroxide reagent B was prepared by mixing 0.5% copper sulphate
in 1% potassium tartate. Mixed 50 ml of reagent A with 1 ml of
reagent B prior to use reagent C to make alkaline copper solution.
Folin-Ciocalteu is used as reagent D. To make stock solution of pro-
tein mixed properly 50 mg of bovine serum albumin (fraction V) in
distilled water and made up 50 ml in standard flask. A 10 ml of
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Fig. 4. Concentrations (mg/ml) of proteins estimated from UV Visible Spectrophotometer.
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standard solution diluted by using 50 ml distilled water. Each 1 ml
of solution contained 200 mg protein.

Freshly harvested, stored and fungal infected Rice and Mustard
seeds were taken for protein extraction. For enzyme assay extrac-
tion was done by using buffer. Mixed 5–10 ml of phosphate buffer
with 500 mg of each powdered solution. Then centrifuge the sec-
tion and use the supernatant for protein estimation. Take standard
solution of 0.2, 0.4, 0.6, 0.8 and 1 ml to a series of test tube by using
pipette. From the other test tube pipette out 50 ml, 100 ml, 150 ml
and 200 ml concentration extracts of each sample. Make a volume
up to 1 ml in all test tubes. A tube filled with 1 ml of distilled water
as the blank solution. Then 5 ml of alkaline copper solution were
added to each tube including the blank. Then mixed all the solution
well and allowed standing for 10 min. Made a mixture of 0.5 ml of
Folin – Ciocalteu reagent and incubate the mixture at normal tem-
perature for 30mins in dark condition. The development of blue
color was observed. Taking the reading at 660 nm a standard graph
was plotted and the calculation of amount of protein was done.

3.2. Sodium Dodecyl sulphate polyacrylamide gel electrophoresis (SDS-
PAGE)

Take the glass plate according to manufacturer’s instruction. It
is an Erlenmeyer flask, pipette out proper volume of 12% separating
resolving gel in desire concentration. Polymerization will begin
with the addition of TEMED as soon as possible. Circulate the mix-
ture very fast. Pure acrylamide gel between the glass plate and
make sure that having space like the teeth length of comb plus
1 cm for staking gel. Overlay with water by using Pasteur pipette
then places the gel at room temperature in vertical position. The
polymerization process is complete within 30–40 min. It is
observed those two distinct layers of gel and an overlay of water.
Pipette out the overlay and release remaining water by filtering.
Then prepare 5% staking gel and put it over the separating gel. Then
put a clean Teflon comb into the staking gel solution, being careful
to avoid trapping of air bubbles. Place the gel in a vertical position
of room temperature for polymerization. Assembles the gel cham-
ber, fill the buffer reservoir with 1 � Tris glycine electrophoresis
buffer. After the completion of polymerization, remove Teflon
comb carefully. Set the gel in the electrophoresis apparatus.

Removal air bubbles are caught below the gel between the glass
plates. Load up to 50 ml of each sample according to the bottom
of the walls with the help of a micro syringe, then wash with buffer
from the lower reservoir after loading every sample. Load the equal
volume of 1 � SDS gel loading buffer into the unused walls. The
electrophoresis apparatus attached with the electricity then the
pastier electrode have to be joined with lower buffer reservoir.
Then about 8 V/cm voltage was applied to the gel. The voltage
was increased about 15 V/cm after removal of the dye front into
the resolving gel and run the gel bromophenol front reaches
0.5 cm from the lower edges of the gel. Detach this glass plates
from electrophoresis apparatus the accommodation of the gel is
marked by cutting a corner from the bottom of the gel that is clos-
est to the left most well. Then fixed the gel and stained by protein
after the completion of electrophoresis. The stain used is coomas-
sie brilliant blue R-250 in methanol. Polypeptides are separated by
SDS-PAGE can stained the coomassie brilliant blue R-250 fixed
with methanol glacial acetic acid. Then immerse the gel in at 5 vol-
umes of staining solution and rotate in a platform for 4 h at normal
temperature. Then detach this stain and set aside that for later
used. Destain the gel by socking in the destain solution of metha-
nol, lactic acid on a slow soaking platform for 3–4 h. Change
destain learning solution for 3–4 Times. The dye used each fairly
sensitive and can detect up 100 mg of protein in an acrylamide
gel. After destain store the gel in a sealed plastic bag without
reducing the intensity of staining or it is also done by keeping
the gel for 10mins under UV light in a laminar air flow and it can
be stored in a sealed plastic bag at 4C.

3.3. UV–VISIBLE spectrophotometry method

Before starting the experiment the colorimeter calibrating is
important that is done by applying standard solution with its
known solute concentration. Then fill the standard solution in
the cuvette and place it in the cuvette holder of colorimeter. A light
ray of certain wavelength is specific for the assay in the direction of
the solution. The light passes through a series of different lenses
and filters. The color light navigate with the help of lenses, the fil-
ter helps to split a beam of light into different wavelength allowing
only the required wavelength to pass through it and each the cuv-
ette of the standard test solution. When the beam of light reaches
cuvette, it is transmitted, reflected and absorbed by the solution.
The transmitted ray falls on the photo detector system where it
measures the intensity of transmitted light. It converts it into the
electrical signals and sends it to the galvanometer. The electrical
signals measured by the galvanometer are displayed in the digital
form. There were several formulas use to determine protein con-
centration in test solution.

Several marker proteins were used which were Prolamin
(10KD), Albumin (15KD) a Poaceae group protein, Basic Beta Glute-
nin with 20KD of protein band, Profilin (25KD), an acid Glutinin of

Table 1
Molecular weight of Proteins figured out from Plate No.8.

Name of Mycoflora MW 5 (Molecular Weight - kD)

A (Cochliobolus heterostropus) 24
B (Rhizopus oryzae) 29
C (Alternaria raphani) 27
D (Fusarium oxysporum) 55
E (Aspergillus niger) 30
F (Rhizoctonia solani) 49

Table 2
Concentrations (mg/ml) of proteins estimated from UV Visible Spectrophotometer.

Treatments Total protein (lg/ml)
Genotypes
Rice (Khas) Mustard (Jhumi)
Fresh seeds 180 days 360 days Fresh seeds 180 days 360 days

A (Cochliobolus heterostropus) _ 15.45 10.45 _ 16.56 17.45
B (Rhizopus oryzae) _ 16.68 14.25 _ 18.68 15.89
C (Alternaria raphani) _ 13.34 8.23 _ 15.47 13.98
D (Fusarium oxysporum) _ 9.34 6.34 _ 10.44 9.46
E (Aspergillus niger) _ 16.57 15.78 _ 20.56 18.45
F (Rhizoctonia solani) _ 15.23 14.9 _ 16.23 13.78
Control 25.27 21.57 20.32 26.86 23.56 19.34
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37KD protein bands, Tripsin (50KD), Gibberelin (17KD), Phospho-
rylase A possess 100KD protein band size, Lipomodulin (150KD)
and 300KD protein banded Oculin suspectively.

4. Results.
5. Discussion & conclusion

5.1. Protein profiling of fresh and infested seeds

This study was carried out by UV–VISIBLE spectrophotometer
(Table 2). The highest protein band was found for D (Fusarium oxys-
porum) stain and that is 55 kD and the rest of all bands are depicted
followed by F (Rhizoctonia solani) was 49 kD, E (Aspergillus niger)
was 30 kD, B (Rhizopus oryzae) was 29 kD, C (Alternaria raphani)
was 27 kD and the lowest band found for A (Cochliobolus
heterostropus) 24 kD.

For the Mustard seed the highest protein band was found for C
(Alternaria raphani)was 55kD and the rest of all bands are depicted
followed by D (Fusarium oxysporum) stain and that is 70 kD. B (Rhi-
zopus oryzae) was 53 kD, F (Rhizoctonia solani) was 51 kD, E (Asper-
gillus niger) was 48 kD, and the lowest band found for A
(Cochliobolus heterostropus) 28 kD.

As a result of protein by SDS – PAGE it can be conclude that the
highest number of band was observed from fresh Rice and Mustard
seeds. The presence or absence of band in protein profiling might
be responsible for presence or absence of protein of that size.

5.2. Change of concentration (mg/ml) in protein content during
different period of storage

Variation in the protein content was determined in both control
and infested stored samples of Rice and Mustard seeds. Table 1-
reveals that protein content was found to be decreased due to
infestation of selected dominant seed borne mycoflora viz.
Cochliobolus heterostropus, Rhizopus oryzae, Alternaria raphani,
Fusarium oxysporum, Aspergillus niger, Rhizoctonia solani and
increase in storage period. After 180 months, maximum protein
content was observed in B (Rhizopus oryzae) (16.68 lg/ml) in Rice
followed by E (Aspergillus niger) (20.56 lg/ml) in Mustard. In con-
trol (21.57 lg/ ml) on Rice followed by (23.56 lg/ ml) in Mustard.
Minimum Protein content (9.34 and 10.44 lg/ ml) was found in D
(Fusarium oxysporum) infested seeds. Finally, after 360 months,
maximum protein content was observed in B (Rhizopus oryzae)
(14.25 lg/ ml) in Rice followed by E (Aspergillus niger) (18.45 lg/

ml) in Mustard. In control (20.32 lg/ ml) on Rice followed by
(19.34 lg/ ml) in Mustard. Minimum Protein content (6.34 and
9.46 lg/ ml) was found in D (Fusarium oxysporum) infested seeds.

The decreases in crude fat are observed that is the cause of
degradation of lipids by lipase enzyme by fungi. The slight mois-
ture consumption might be due to the hydrolysis or breakdown
of lipid, carbohydrate and protein and release of water molecule.
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a b s t r a c t

In eco-system population several heavy metals play important roles those are spread from the domestic
and industrial wastes, causing huge crop damage by damaging plant tissues. The collected heavy metal
tolerance bacterial samples from agricultural lands of Durgapur zone, West Bengal, India against
Molybdenum, Lead, Cobalt and Zinc are observed as Proteus sp. Klebsiella sp. and Bacillus sp.
Pseudomonas sp. and Staphylococcus sp. as predominant. Demonstrated some confines displayed high
protection from heavy metals with at least Minimum Inhibitory Concentration (MIC) for weighty metals
as 80 mg/ml for Molybdenum, 160 mg/ml for Lead, 140 mg/ml for Cobalt and 1200 mg/ml for Zinc. In this
study we noticed a relationship between substantial metal opposition and anti-microbial resistance in
bacterial samples. The heavy metal free samples of Triticum aestivam showed batter results in root length
and shoot length than the heavy metal contaminated samples.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 1st International Con-
ference on Computations in Materials and Applied Engineering – 2021.

1. Introduction

Globally, Environmental pollution brought about by weighty
metals through anthropogenic and mechanical exercises has made
significant unsalvageable harm the biological system. Among the
various pollutants, heavy metals are released from the activity of
industries such as smelting, mining, combustion of fossil fuel in
soil and water [1,2]. In addition, agricultural activities such as
application of agricultural land and sewage sludge in agricultural
areas also add sufficient metals in the soil [3–5]. In addition, heavy
metals such as Zinc, Cobalt, Lead and Molybdenum have been
found to be the most toxic pollutants. The toxic metal pollution
is a major concern, as these hazardous pollutants are accumulated
in living organisms including microbes, plant, animal and human
and are responsible for many physiological and metabolic disor-
ders and in some cases plant tissues are damaged [6–8]. Substan-
tial metal becomes poisonous when they aren’t processed by the
human body and collected in delicate tissue [9,10]. The increase
in metallic toxicity is considered to be one of the main causes of
limitation of plant growth. So, that’s important to restore the heavy
metal contaminated environments for both environmental and

economical sustainability. Among these it is imperative to consider
local microbes on weighty metal tainted destinations [11,12].
Unnecessary collection of weighty metals on agrarian land through
wastewater system can be sullied as well as can be substantial
metals are take-up by harvests and accordingly influence food
quality and wellbeing [13,14]. In the environment microorganism
are usually affected by the discharge of heavy metals. Microbial
ecosystem can drastically change the fate of metals inserted into
aquatic or metallic soil environment [15]. Yeast, fungi, algae, bac-
teria and some aquatic plants have been shown to have the ability
to thicken metals from dilute aqueous solution and to accumulate
inside the cell structure. Many microorganisms have developed
resistance to toxic metal ions to survive in heavy contaminated
environment [16]. These mechanisms include: impermeability of
the metal, active transport of the metal away from the cell organ-
ism, metal bypass mechanism, extracellular sequestration, enzy-
matic a less toxic form metal is unnecessary and decreasing the
metallic sensitivity of cellular targets, which may be directed
against one of the detoxifications processes a group of metals or
chemically related metals. Besides, the detoxification process
may vary depending on the variety of microorganism [17,18]. This
transformation of pollutants is an incidental response is catalyzed
by the enzymes present in the cell metabolic system [19,20]. In this
work we are noticed that the heavy metals stress on bacteria,
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isolated from contaminated site in Durgapur industrial zone and
bioremediation assessment possibility of strain for better crop
improvement (Fig. 1).

2. Materials and methods

2.1. Isolation and identification of bacteria

Soil sample were collected from the sedimented soil of the con-
taminated channel in Durgapur industrial area. The samples were
then streaked on selective media with the help of calibrated loops
and incubated at 37 �C for 24hrs to restore strong isolation. Mor-
phological features to restored isolation, colony morphology (color,
shape and surface) and cell morphology (shape, gram staining) is
studied. Various biochemical tests were also performed to detect
isolation.

2.2. Screening and determination of Minimum Inhibitory
Concentration (MIC) of HMRB

Bacterial isolates were screened on heavy metal includes nutri-
ent agar medium where bacterial isolates were grown. MIC of
heavy metal resistant bacteria were gradually determined in the
media where increase the concentration of heavy metals. Heavy
metals used were CoSO4�7H2O, NaMoO4�2H2O, Pb(NO3)2 and Zn2+

(Zinc metal powder) with starting concentration of 40 mg/ml. The
concentration of heavy metals were added to the nutrient agar
plates each time until the strains on the plates failed to grow.
The culture is growing the last concentration was transferred to

the higher concentration by streak on plate. MIC was noted when
the isolates failed to grow on plates.

2.3. Antibiotic pattern of recovered isolates

All recovered isolates were identified for their resistant pattern
by Kirby-Bauer disc diffusion and Double disc diffusion method.
The most commonly used antibiotics are Ampicillin, Chloram-
phenicol, Amoxicillin, Cefalexin, Tetracycline and Methicillin. The
recovered isolates were inoculated in Mueller Hinton Broth and
Antibiotics the disc was placed flat on Mueller Hinton Agar
(MHA) plate. Then incubation 24hrs at 37 �C, the resistancearea
was measured in mm and the results were explain using standard
charts related to zone diameters to degree of microbial resistance.

2.4. Pot experiment

The pot was tested to determine the bioremediation of HMRB is
likely to be isolated. Heavy metal contaminated soil collected from
industrial area and coal-tar sites near paddy fields and are put in 2
different sets, each set containing 6 pots. The pots were coded as
attached to the inoculums Pseudomonas sp. (Ps), Staphylococcus
sp.(St), Proteus sp.(Pr), Klebsiella sp.(Kl) and all are compared with
a control (c). The microorganisms showing the most noteworthy
MIC were taken and vaccinated in supplement stock for the devel-
opment of bio-compost. The stock was taken in rotator shaker
hatchery 4–5 days at 37 �C. The seeds Triticum aestivum were
splashed on petri plates containing sterile water for 24 hrs and
appeared on every one of the 12 pots. In every day the bacterial

Fig. 1. Heavy Metal for Sustainable Crop Production.
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stock serving bio-composts and refined water were added each
pot. The shoot height was estimated at 5 days intervals within
15thday.

3. Result and discussion

Microbial enrichment broths were taken as turbidity for pri-
mary indicators of microbial growth. There was an enriched cul-
ture streaked with the help of calibrated loop on nutrient agar
and further on different selective media such as Mannitol salt agar,
Starch agar, Phenylalanine agar, MacConkey agar and Pseudomonas
isolation agar for isolation different bacteria from different soil
samples. Total 62 separately isolates that were recovered from
10 soil samples (Table 1).

3.1. Morphological and biochemical characterization of recovered
isolates

62 types of bacteria were recovered from the soil samples and
characterized by their colony features, Gram staining and bio-
chemical testing and were identified as Proteus sp., Klebsiella sp.,
Staphylococcus sp., Bacillus sp. and Pseudomonas sp. The maximum
spread was observed by Pseudomonas sp. (16%), Staphylococcus sp.
(15%) and Bacillus sp. (29%) about 22% of the total isolation remains
unidentified.

3.2. MIC of the bacterial isolation against some selected heavy metal

All bacterial isolation was screened for heavy metals tolerance
by growing them on media containing heavy metals. Out of which,
35 isolates showed heavy metal tolerance against Cu, Co, Pb and
Mo with MIC ranging from 40 to 1600 mg/ml for different heavy
metal resistant bacteria at contaminated sites. Heavy metal toler-
ance test indicated highest tolerance to Molybdenum by Ps-3
(1600 mg/ml), Copper by Kl-1 and Ps-3 (40 and 55 mg/ml), Lead
by Pr-2 (160 mg/ml) and Cobalt by Ps-3 (100 mg/ml). It was found
that none of the Proteus sp. (Pr-2), Bacillus sp.(Bc-4) and Staphylo-
coccus sp. (St-5) can tolerate the Copper stress at 40 mg/ml. In this

Table 1
The pots are identified by the inoculums utilized, in each pots stock and refined water are added on a standard premise.

Pot labeling Bacterial strains inoculated Broth added (ml) Distilled water added (ml) Total volume (ml)

C Control – 100 100
Ps Pseudomonas sp. 10 75 100
St Staphylococcus sp. 10 75 100
Pr Proteus sp. 10 75 100
Kl Klebsiella sp. 10 75 100

Table 2
Minimum Inhibitory Concentration (MIC) of potent isolates on respective heavy metals.

Bacterial isolates Strain Copper Cobalt Lead Molybdenum

Klebsiella sp. Kl-1 55 mg/ml NG 130 mg/ml 1300 mg/ml
Proteus sp. Pr-2 NG 60 mg/ml 160 mg/ml 1300 mg/ml
Pseudomonas sp. Ps-3 40 mg/ml 100 mg/ml 120 mg/ml 1600 mg/ml
Bacillus sp. Bc-4 NG NG 130 mg/ml 1250 mg/ml
Staphylococcus sp. St-5 NG 90 mg/ml 130 mg/ml 1300 mg/ml
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Fig. 2. Minimum Inhibitory Concentration (MIC) of potent isolates on respective heavy metals.

Table 3
Shoot height (in cm) of Triticum aestivum seedlings in substantial metal tainted
modern (industrial) soil and inoculates with HMRB and control pot.

Bacterial
strains

Shoot length (in
cm) after 5 days

Shoot length (in
cm) after 10 days

Shoot length (in
cm) after 15 days

C 0 9 25
Ps 8 25 30
Pr 0 8 14
Kl 0 2 15
St 3 18 27
All 5 23 31
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study we also fail to recover Cadmium resistant Bacillus sp. and
Klebsiella sp. (Table 2 & Fig. 2).

3.3. Antibiotic tolerance and sensitivity

The vast majority of secludes in the current examination
showed protection from different antibiotics against at least three
heavy metals.6 Strains of Pseudomonas sp. and 5 strains of Staphy-
lococcus sp. showed one group of antibiotics had high resistance
and many metal resistances. In this study we found a relationship
between the resistance to high levels of heavy metals and antibi-
otics in the bacterial species. This reality was additionally settled
by different scientists that exhibit high obstruction bacterial isola-
tion to multiple metals towards a group of antibiotic resistance.

The present studied heavy metal and antibiotic resistance bacteria
isolated are Pseudomonas sp., Klebsiella sp., Proteus sp. and Staphy-
lococcus sp.

3.4. Impact of HMRB on the shoot development of Triticum aestivum
inoculates in industrial soil

Impact of heavy metal resistant bacteria on Triticum aestivum
shoots prolongation in modern (industrial) soil, which is gathered
from paddy field close by paper industry. No development was
seen in the initial two days, however after the third day shoots
began to create in certain pots. On fifth day, development design
was seen with the exception of the pots set apart as Kl, Pr and con-
trol. It has been seen that the pots set apart as Ps had an excep-
tional shoot development of 30 cm when contrasted and control
pot with shoot height of 25 cm (Table 3 & Fig. 3).

3.5. Impact of HMRB on the shoot development of Triticum aestivum
inoculates in coal-tar soil

The effectiveness of strong isolation was also tested on heavy
metals contaminated coal-tar soil. Significantly shoot growth
observed after the 3rd day inoculation all are compared with the
control pot. Overall, control pots were added without any bacterial
inoculums, showing a negligible difference inferring incompetence
of HMRB as bio-fertilizers in coal-tar soil. On the 15th day, Triticum
aestivum has been noticed among the highest growth on pots
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Fig. 3. Shoot height (in cm) of Triticum aestivum seedlings in substantial metal tainted modern (industrial) soil and inoculates with HMRB and control pot.

Table 4
Shoot height (in cm) of Triticum aestivum seedlings in substantial metal tainted coal-
tar soil and inoculates with HMRB and control pot.

Bacterial
strains

Shoot length (in
cm) after 5 days

Shoot length (in
cm) after 10 days

Shoot length (in
cm) after 15 days

C 6 21 26
Ps 4 20 25
Pr 3 24 29
Kl 4 27 34
St 5 22 26
All 4 24 27
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Fig. 4. Shoot height (in cm) of Triticum aestivum seedlings in substantial metal tainted coal-tar soil and inoculates with HMRB and control pot.
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marked as Pr (29 cm) and Kl (34.0 cm) whereas the control pot
grows up to 26 cm (Table 4 & Fig. 4).

Although several investigations have been exhibited the signif-
icance of bacterial immunization for plant development and
weighty metal accumulate in contaminated conditions. This is
proof by the current examination that the HMRB application is par-
ticularly adjusted as high concentration of substantial metals will
build the capacity to remediate weighty metal defined soils.

4. Conclusion

Bioremediation is a novel eco-friendly technology use to immo-
bilize heavy metal. There are certain heavy metal resistances bac-
teria present in soil that helps to degrades heavy metal and
promote agriculture production by enhancing soil quality. Col-
lected heavy metal resistance bacteria were Staphylococcus sp.,
Bacillus sp. and Klebsiella sp. It has been observed that those bacte-
ria can degrade and reduced heavy metal like Cr, Co, Zn and also
antibiotic resistance. Triticum aestivum commonly called wheat
plant can be easily cultivated in agricultural field after processed
with heavy metal resistance bacteria. Production of wheat highly
increases and root length, shoot length improved after applying
these bacteria from outside to field. The use of heavy metal resis-
tance bacteria in agricultural field nearby to industry is highly
recommended.

CRediT authorship contribution statement

Tanmay Ghosh: Investigation, Writing - original draft. Anirban
Paul: Conceptualization, Writing - review & editing, Supervision.
Sandipan Chatterjee: Conceptualization, Writing - review &
editing, Supervision.

Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.

References

[1] R.A.I. AbouShanab, J.S. Angle, T.A. Delorme, R.I. Chaney, P. Van Berkum, H.
Moawad, K. Ghanem, H.A. Ghozlan, Rhizobacterial effects on nickel extraction

From soil and uptake by Alyssum murale, New Phytologist 158 (2003) 219–
224.

[2] A.W. Bauer, W.M.M. Kirby, J.C. Sherris, M. Turck, Antibiotic susceptibility
testing by a standardized single Disc method, American Journal of Clinical
Pathology 45 (4) (1966) 493–496.

[3] Brown, L.M., 1996. Removal of Heavy Metals from Water With Microalgal
Resins 1: Process Development. Water Treatment Technology Program Report
No. 74. US Department of the Interior Bureau of Reclamation.

[4] M.R. Bruins, S. Kapil, F.W. Oehme, Microbial Resistance to metals in the
environment, Ecotoxicology And Environmental Safety 45 (2000) 198–207.

[5] J.J. Calomiris, J.L. Armstrong, R.J. Seidler, Association Of metal tolerance with
multiple antibiotic resistance Of bacteria isolated from drinking water, Applied
and Environmental Microbiology 47 (6) (1984) 238–1242.

[6] J.G. Cappuccino, N. Sherman, Microbiology: A Laboratory Manual, 7th Ed.,
Pearson Benjamin Cummings, San Francisco, 2005.

[7] S.Z. Abbas, M. Rafatullah, N. Ismail, J. Lalung, Isolation, identification,
characterization, and evaluation of cadmium removal capacity of
Enterobacter species, JBasicMicrob. 54 (12) (2014) 1279–1287.

[8] D. Alexander, D. Zuberer, Use of chrome azurol S reagents to evaluate
siderophoreProduction by rhizosphere bacteria, Biol. Fert. Soils 12 (1) (1991)
39–45.

[9] G. Baycu, D. Tolunay, H. Özden, S. Günebakan, Ecophysiological and
seasonalVariations in Cd, Pb, Zn, and Ni concentrations in the leaves of
urban deciduous treesIn Istanbul, Environ Pollut. 143 (3) (2006) 545–554.

[10] Belimov, A., Hontzeas, N., Safronova, V., Demchinskaya, S., Piluzza, G., Bullitta,
S., Glick,B., 2005. Cadmium-tolerant plant growth-promoting bacteria
associated with theRoots of Indian mustard (Brassica juncea L. Czern.). Soil
Biol. Biochem. 37 (2),241–250.

[11] S.H. Abbas, I.M. Ismail, T.M. Mostafa, H. Abbas, A.H. Sulaymon, Biosorption of
heavy metals: a review, J ChemSciTechnol3(4):74–102. (2014).

[12] S.Z. Abbas, M. Rafatullah, N. Ismail, J. Lalung, Isolation, Identification, and
characterization of cadmium resistant Pseudomonas sp. M3 from industrial
wastewater, J Waste Manag 54 (12) (2014) 1279–1287.

[13] H.K. Abicht, Y. Gonskikh, S.D. Gerber, M. Solioz, Non-enzymicCopper reduction
by menaquinone enhances copper toxicity inLactococcuslactis IL1403,
Microbiology 159 (6) (2013) 1190–1197.

[14] H. Abyar, A. Safahieh, H. Zolgharnein, I. Zamani, Isolation andIdentification of
Achromobacterdenitrificans and evaluation ofIts capacity in cadmium
removal, Pol J Environ Study 21 (6) (2012) 1523–1527.

[15] S. AdebisiMusbaudeen, O. Adebowale Toba, O.II. AdeniyiAdewaleO,
Bioaccumulation of heavy metals usingSelected heavy metal tolerant
organisms isolated from dumpsiteLeachate, Nat Sci 12 (10) (2014) 101–106.

[16] M. Ahemad, Implications of bacterial resistance against heavyMetals in
bioremediation: a review, IIOAB J 3 (3) (2012) 39–46.

[17] M. Ahemad, A. Malik, Bioaccumulation of heavy metals by zincResistant
bacteria isolated from agricultural soils irrigated withWastewater, Bacteriol J 2
(1) (2012) 12–21.

[18] I. Ahmad, S. Hayat, A. Ahmad, I.A. Samiullah, Effect of heavyMetal on survival
of certain groups of indigenous soil microbialPopulation, J ApplSci Environ
Manag 9 (1) (2005) 115–121.

[19] J.G. Holt, R.N. Krieg, A.H.P. Sneath, T.J. Staley, T.S. Williams, Bergey’s Manual of
Determinative Bacteriology, 9th Edition., (International Edition), 1994.

[20] R. Idris, R. Trifonova, M. Puschenreiter, W.W. Wenzel, A. Sessitsch, Bacterial
communities associated With flowering plants of the Ni
hyperaccumulatorThaspiGoesingense, Applied and Environmental
Microbiology 70 (2004) 2667–2677.

T. Ghosh, A. Paul and S. Chatterjee Materials Today: Proceedings xxx (xxxx) xxx

5

http://refhub.elsevier.com/S2214-7853(21)04207-3/h0005
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0005
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0005
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0005
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0010
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0010
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0010
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0020
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0020
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0025
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0025
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0025
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0030
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0030
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0030
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0035
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0035
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0035
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0040
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0040
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0040
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0045
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0045
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0045
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0055
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0055
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0060
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0060
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0060
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0065
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0065
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0065
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0070
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0070
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0070
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0075
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0075
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0075
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0080
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0080
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0085
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0085
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0085
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0090
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0090
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0090
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0095
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0095
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0095
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0100
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0100
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0100
http://refhub.elsevier.com/S2214-7853(21)04207-3/h0100




ISSN: 2582-8118  Volume 1, Issue 3; May 2021 

 

 

International Journal of Research and 

Analysis in Science and Engineering  

 

Web: https://www.iarj.in/index.php/ijrase/index 

 

10 

 

3. A Study on the Antibacterial Activities and 

Medical Properties of Water Chestnut 

Tanmay Ghosh 
Department of Microbiology, Dinabandhu Andrews College, Baishnabghata, 

South 24 Parganas, Kolkata, West Bengal, India. 

Joydip Ghosh 
Department of Microbiology, Rabindra Mahavidyalaya, Champadanga, 

West Bengal, India. 

ABSTRACT  

Fruits and vegetables are generally known as very good and abundant sources of several 

vitamins and minerals, not only that but also they are very effective in increasing immunity 

power against several microbial infections.  

In the matter of discussion of preventing bacterial infections the underwater vegetables are 
not staying back. One of the very effective and used under water vegetable is Water 

Chestnut. Water chestnut is not a nut at all, but it is a very useful aquatic vegetable that 

grows under Water in the mud. Eleocharisdulcis, belongs to family Cyperaceae, commonly 

called Chinese water chestnut. It was stem-like, its green leaves grow to about 1.5m. 

The small, round forms have crisp. White stuff may be eaten fresh, boiled grilled and also 

used as pickled. Water Chestnuts are popular dishes in china. It also used for making many 

cake or delicious food. It is grown in many countries like Asia (china, India & Japan etc.), 
Africa, Australia, and Island. Water chestnut used in agricultural department. It also plays 

important role in medical Field to development medical science.  

Its peels extracts, seed used for product many type of medicine. It showed a high-level 

antibacterial activity against some bacteria like Bacillus subtilis, Escherichia coli, 

Salmonella typhi etc. In medicinal field this plant use to cured many type of diseases like 

inflammation, urinary, discharges, fractures, leprosy, astringents, bad teeth and malaria. 

KEYWORDS 

Water Chestnut, Microbiology, Pharmaceutical Sciences, Biology. 
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Introduction: 

Water chestnut is not a nut at all, but it is a very useful aquatic vegetable that grows under 

Water in the mud. Eleocharis dulcis, belongs to family Cyperaceae, commonly called 

Chinese water chestnut. It was stem-like, it's green leaves grow to about 1.5m.  

The small, round forms have crisp. White stuff may be eaten fresh, boiled grilled and also 

used as pickled. Water Chestnuts are popular dishes in china. It also used for making many 

cake or delicious food. It is grown in many countries like Asia (china, India & Japan etc.), 
Africa, Australia, and Island. Water chestnut used in agricultural department. It also plays 

important role in medical Field to development medical science. Its peels extracts, seed used 

for product many type of medicine It showed a high-level antibacterial activity against some 

bacteria like Bacillus subtilis, Escherichia coli, Salmonella typhi etc.  

In medicinal field this plant use to cured many type of diseases like inflammation, urinary, 

discharges, fractures, leprosy, astringents, bad teeth and malaria.  

 

Fig.1: Water Chestnut  

Taxonomy classification of Water Chestnut 

• Kingdom: Plantae  

• Clade: Tracheophytes  

• Clade: Angiosperms  

• Clade: Monocots  

• Clade: Commelinids  

• Order: Poales  

• Family: Cyperaceae  

• Genus: Eleocharis  

• Species: E. dulcis 
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Materials and Methods 

Collection of Plant 

The plant water chestnut was taken for study on its antimicrobial activity and antibacterial 

significance of water chestnut collected from Champadanga, Hooghly, and West Bengal. 

Preparation of Plant Extract 

At first we washed the plant peels with distilled water and kept them for dry under shade, 

and grind them with the help of mixer grinder to a dust powder. And keep it in an air tight 

container at the room temperature in dark until used.  

The powdered samples are extracted by the following methods. 

• Ether Extraction To prepare the Ether extraction first, 5mg of dried of water 

chestnuts peel extract powder mixed with 25ml ether to each solution was stored at 4°C 

after collecting in sterile test tubes until use. 

• Hexane Extraction About 5 gm of dried Water Chestnut peel extract powder taken, 

then dispersed in 25 ml of benzene solution and shaken in a rotary shaker for 10 minutes. 

Then closed with paper and tightened with a band few holes were made in the paper to 

facilitate air circulation and room temperature maintenance for 5 dates. 

• Benzene Extraction About 5 gm of dried Water Chestnut peel extract powder taken, 

then dispersed in 25 ml of benzene solution and shaken in a rotary shaker for 10 minutes. 
Then closed with paper and tightened with a band. Few holes were made in the paper 

to facilitate air circulation and room temperature maintenance for 5 dates. 

• Chloroform Extraction For making Chloroform extraction 5mg of dried of water 

chestnut peel extract powder mixed with 25ml Chloroform. Each solution was stored at 
4°C after collecting in sterile test tubes until use. 

• Ethanol Extraction First, 5mg of dried of water chestnut peel extract powder mixed 

with 25ml Ethyl Acetate. Each solution was stored at 4°C after collecting in sterile test 

tubes until use. 

• Ethanol Extraction For preparing the Ethanol extraction, 5mg of dried of water 

chestnut peel extract powder mixed with 25ml ethanol. Each solution was stored at 4°C 
after collecting in sterile test tubes until use. 

• Medium In this we use Mueller Hinton agar (MHA) is used as base medium for the 

screening of antibacterial activity and Mueller Hinton broth (MHB) is used for the 

preparation of inoculums. 

Preparation of Extract Concentration 

Four concentrations were made 25, 50, 100, 200mg/ml from each of the four extract 

Ethanol, Benzene extract, Chloroform, Ethyl acetate and Ether. In every case 1gm of extract 
was mixed with 5ml DMSO to prepare 200mg/ml stock concentration. Other concentrations 

were made by adding extra DMSO with stock in other test tube. 
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Determination of Antibacterial Activity 

Bacterial Stains 

We take bacteria such as Bacillus subtilis, Escherichia coli and Salmonella typhi bacteria 
were selected for antibacterial activity test. The cultures of bacteria were maintained in their 

appropriate agar slants at 4°C throughout the study and used as stock cultures. 

Preparation of Bacterial Inoculum 

Bacterial inoculums were prepared by 0.1 ml of cultures was transferred to the agar plates 

and incubated at 370C for 4-5 hours. 

Agar Diffusion Methods 

Agar well diffusion method is widely used to evaluate the antimicrobial activity of plant. 
This phenomenon forms the basis of the agar diffusion assay that is used to determine the 

susceptibility or resistance of a bacterial strain to an antibacterial agent. Disc diffusion 

method was carried on Mueller Hinton agar plates.  

Petri plates were prepared by 20ml of Mueller Hinton agar and allowed to solidify for the 
use in susceptibility test against bacteria. Plates were dried and 0.1ml of inoculums was 

poured and spread and allow to dry. After the cork borer agar well made on agar plate and 

poured different concentration of extract into the well. The Penicillin is used as positive 

control and DMSO was used as negative or blind control. The plates were incubated at 370C 

for 1 day.  

The zone of inhibition were observed and measured. The agar plates were incubated at 4°C 

for 1hour and were then incubated also at 37°C. After 24 to 48 hours of incubation, the 

antibacterial activity was evaluated by measuring the width of zone of inhibition of growth 
against the indicator organisms in comparison to a control of reference standards. The tests 

were study in triplicate. 

Phytochemical Analysis 

Phytochemical analysis of all the evaporated solvent ex-tracts was conducted following the 

procedure of Indian Pharmacopoeia (1985). 

• Test For Alkaloids For testing of alkaloids first we take 200 mg plant material in 10 

ml methanol, (filtered) and a 2ml filtrate + 1% HCl + steam mixed and then 1 ml filtrate 

+ 6 drops of Mayer’s reagents or Wagner’s reagent added then the creamish 
precipitate/brownish-red  
Precipitate/orange precipitate found that indicated the presence of respective alkaloids. 

• Test For Tannins For testing of tannins 200 mg plant material in 10 ml distilled water 

added (filtered), a 2 ml filtrate + 2 ml FeCl3 mixed then blue-black precipitate that 
indicated found the presence of tannins. 
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• Test For Flavonoids For testing of flavonoids 200 mg plant material in 10 ml ethanol 

(filtered), a 2 ml filtrate + conc. HCl + magnesium mixed and then ribbon pink-tomato 

red color indicated the presence of flavonoids. 

• Test For Steroids For testing of steroids we follow the Liebermann - Burchard 

reaction and there we take 200 mg plant material in 10 ml chloroform, (filtered), a 2 ml 
filtrate + 2 ml acetic anhydride + conc. H2SO4 was added then the founded Blue-green 

ring indicated the presence of steroids. 

• Test For Phenols For testing of phenols first 1ml of each solvent extracts dissolved 

in alcohol or water was separately treated with a few ml of neutral ferric chloride 

solution.  
The change in color indicated the presence of phenols. 

 
Table 1: Phytochemical Analysis 

 

No Phytochemical Method Result 

1 Tannin Ferric chloride test - 

2 Flavonoid Alkaline Reagent test + 

3 Phenol Ferric chloride test - 

4 Carbohydrate Molisch’s test + 

5 Protein Biuret test + 

6 Sapronin Foam test - 

7 Starch Iodine Test +++ 

Result 

Antibacterial activity of water chestnut peel extract against bacterial culture of Escherichia 
coli, Bacillus subtilis, salmonella typhi etc. It help in to examine inhibition zone. 

Antibacterial activity of water chestnuts peels extract against many type potential of many 

extract. The extract of water chestnut showed antibacterial efficiency against many 

organisms like Bacillus subtilis, Escherichia coli, and Salmonella typhi. Pore efficiency was 

found against the Staphylococcus aureus. 

     

Fig.2: Escherichia coli.   Fig.3: Bacillus subtilis 
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Table-2: The antimicrobial activity of Chloroform extract against different bacteria 

Concent

ration 

(mg/ml) 

Zone of inhibition (mm) 

Staphylo

coccus 

aureus 

Escherichia 

coli 

Bacillus 

subtilis 

Salmonella 

typhi 

200

mg/

ml 

29.0±2 25.2±1 26.3±1 31.5±2 

100

mg/

ml 

24.7±2 24.2±2 26.7±2 26.1±1 

50m

g/ml 

22.7±1 20.5±1 21.9±1 21.9±2 

25m
g/ml 

18.2±2 18.7±2 17.5±2 18.6±1 

 

Fig 4: The antimicrobial activity of chloroform extracts against different bacteria 
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Table-3: The antimicrobial activity of Ethanol extract against different bacteria 

Concentr

ation 

(mg/ml) 

Zone of inhibition (mm) 

Staphylococcu

s 

aureus 

Escherichia 

coli 

Bacillus 

subtilis 

Salmonella 

typhi 

200

mg/
ml 

22.1±2 26.1±1 26.3±1 30.5±2 

100

mg/
ml 

24.6±2 24.2±2 25.7±2 26.1±1 

50m

g/ml 

18.9±1 21.1±1 23.4±2 30.1±2 

25m

g/ml 

17.2±2 22.9±2 17.5±2 19.1±1 

 

Fig 5: The antimicrobial activity of Ethanol extract against different bacteria 
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Table-4: The antimicrobial activity of Ethanol extract against different bacteria 

Concentra

tion 

(mg/ml) 

Zone of inhibition (mm) 

Staphylococcus 

aureus 
Escherichia 

coli 

Bacillus 

subtilis 

Salmonella 

typhi 

200m

g/ml 

22.1±2 26.1±1 26.3±1 30.5±2 

100m

g/ml 

24.6±2 24.2±2 25.7±2 26.1±1 

50mg/
ml 

18.9±1 21.1±1 23.4±2 30.1±2 

25mg/

ml 

17.2±2 22.9±2 17.5±2 19.1±1 

 

Fig 6: The antimicrobial activity of Ethanol extract against different bacteria. 
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Table-5: The antimicrobial activity of Benzene extract against different bacteria 

 

Concentr

ation 

(mg/ml) 

Zone of inhibition (mm) 

Staphylococcu

s 

aureus 

Escherichia 

coli 

Bacillus 

subtilis 

Salmonella 

typhi 

200mg/ml 26.9±2 27.4±1 25.8±1 28.5±2 

100mg/ml 19.4±2 23.4±2 26.1±2 30.1±1 

50mg/ml 22.4±1 22 .9±1 24.3±2 31.2±2 

25mg/ml 17.5±2 18.1±2 15.9±2 18.3±1 

 

Fig 7: The antimicrobial activity of Benzene extract against different bacteria 

Discussion 

The methanol extract of water chestnut fruit was found as very important antibacterial 
activity that inhibits both Gram positive and Gram negative bacteria. It helps to increase of 

antibacterial resistance of various microorganisms.  

From result it seemed that water chestnut showed low antibacterial activity on 

staphylococcus aureus then other bacteria. Water chestnut showed high efficiency against 

Bacillus subtilis, salmonella typhi and Escherichia coli. Water chestnut play very important 
role in medical field to produce various type of medicines. It's effective process help to 

control infection of many diseases. 
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Conclusion 

In this paper we observed that phytochemical property of fruit to analyze their quality for 

their use. Hexane, Benzene, Chloroform, Ethanol extract physicochemical test showed 
positive result. It can be conclude that water chestnut showed antibacterial activity against 

many bacteria.  

It helps to control infection of many diseases. This plant contains medicinally important 

compound that use in medical field for the treatment of various diseases. This plant helps 

in development medical field. 
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ABSTRACT 

chatterjeesandipan@rediffmail.com] 

People of the entire world are fighting against the life-threatening disease COVID-19 during more than one 
year. In this microbiological war a large number of people have already lost their life, some fighter have won 
the war and many people have dedicated their life to take the human being to the door of victory in this war. 
In such a time of disaster another life-threatening disease appears recently, known as Mucormycosis. 
Mucormycosis, also known as “Black fungus” disease is playing the role of helping hand of COVID-19 to 
make it winner in this war because it is infecting the recovered or recovering COVID-19 patients. It mainly 
affects the people with suffering from some severe diseases as AIDS, cancer and mainly diabetes. 
Mucormycosis is a rare disease but the trending pandemic COVID-19 continues to welcome it to be the 
successor of next pandemic. It may fetal if it is untreated for long time and it also causes paralysis, seizure 
like disease. This disease is caused by inhalation of black fungal spore from air or it may occur in the wound 
skin. The aim of the discussion is to establish the interconnection between COVID-19 and Mucormycosis 
and giving awareness about the infection. 

Key-words: Mucormycosis, Microbiology, Pathology, Pharmaceutical, Biology. 

I. INTRODUCTION 

Coronavirus disease 2019 (COVID-19) pandemic was first flowed out in Wuhan, china in December 2019 and 
since then the frequency of bacterial growth and fungal coinfections has been continuously ascending. 
Flourishing record suggests that patients infected with severe acute respiratory syndrome coronavirus-2 (SARS 
Cov-2) may develop also in bacterial and fungal secondary infections. In this time, the chance of causing 
Invasive Pulmonary Aspergillosis (IPA) is high for post COVID-19 causes. It is caused by disclosure to 
Mucormould which is generally found in soil, plants, manure and decaying fruits and vegetables. It is also found 
in the nose, mucus of a healthy and normal people. Affects the sinuses, brain and lungs, life threatening in 
diabetes and cancer patients or people with HIV/ AIDS. Effects to the COVID-19 patients recovering after three 
weeks. Rhino- orbito- cerebral mucormycosis is considered as the most common manifestation. Here, we 
described with a patient with his uncontrolled diabetes who treated for COVID-19 but he was read mitted after 
three-week discharge with a diagnosis of rhinocerebralmucormycosis. COVID-19 patient has high risk of 
development of mucormycosis as because intake of widespread glucocorticoid to cure COVID-19. This 
glucocorticoid can lead to cause secondary fungal infection which is mucormycosis. This fungi mainly found in 
sinuses. 
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Fig-1: Microscopic view of Mucormycosis fungi 

 
Mucorales: causative agent of Mucormycosis: 

Mucorales are the largest group of zygomycete fungi. These fungi also known as pin molds or Black Fungi. Black 
fungi called because of its pigmentation. Mucorales are the order of fungi which are responsible for the disease 
mucormycosis. 

Scientific classification: 

Kingdom: Fungi 

Sub kingdom: Eumycota 

Division: Zygomycota 

Sub division: Mucomycotina 

Order: Mucorales 

Family: Mucoraceae 

Species: Mucor sp. 

II. MORPHOLOGY AND LIFE CYCLE OF MUCORALES 

Mucorales are the group of saprophytic aerobic fungi characterized by huge and rapidly growing mycelia. These 
are form in large quantity in anamorphic structure. The anamorphic sporangiospore are usually produced multiple 
spore, which are abundantly found in air. The spores are released, when it matured by disintegration of 
sporangium wall. The mature sporangiospore germinate to form haploid hyphae of a new mycelium. In case of 
hecterothalic species of mucorales they reproduce by sexual mode of reproduction by formation of zygote. 
Haploid zygotes fuse to form diploid zygospore and then after meiosis within zygospore, new mycelium or 
sporangium are formed.   
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Fig-2: Mucorales 

III. SYMPTOMS 

Warning signs include pain and redness around the eyes or nose, with fever, headache, coughing, shortness of 
breath, bloody vomits and altered mental status. According to the advisory, infection with mucormycosis should 
be suspected when there are:  

 Sinusitis, nasal blockade or congestion, nasal discharge (blackish/bloody). 

 Local pain in the cheek bone, one sided facial pain, numbness or swelling. 

 Blackish discoloration over bridge of nose/palate. 

 Loosening of teeth, jaw involvement. 

 Blurred or double vision with pain. 

 Thrombosis, necrosis, skin lesion. 

 Chest pain, pleural effusion, worsening of respiratory symptoms. 

 
Fig 3: Sinus infection by mucormycosis 
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IV. CAUSE 

Mucormycosis is caused by a group of moulds or saprophyte fungi, named mucormycota that normally grows in 
soil and decaying organic material such as rotten leaves, wood, fruits etc. It can be also found in mucus and nose 
of healthy people. To reduce the rate of mortality in the COVID-19 patients and to modulate their immune related 
lung injury, corticosteroids are using randomly to fulfill the need of respiratory supports and supplementary 
oxygen. This random use to mucormycosis that increase the rate of mortality. Its random use to the COVID-19 
patients can increase the rate of mortality due to mucormycosis. 

V. RELATION WITH COVID-19 

There are no genetic relationship between coronavirus and mucormycosis but they are interconnected 
immunologically. When a patient become too much infected by COVID-19 and got hospitalized, his immunity 
power trying heart and soul to fight against coronavirus and in this case this patient is provided a huge amount of 
corticosteroid that act as a strong support of immune system in this war by reducing inflammation in lungs and 
repairing some damages that can happen for overdriving of immune system of body. But on the other hand, 
steroids reduce immunity power and increase blood sugar levels in both diabetic and non-diabetic patients. 
Patients suffering for COVID-19 disease are continuously use glucocorticoid. These types of steroid supported 
our own immune system, suppressed the activity of White Blood Cell (WBC). As WBC become inactive several 
fungal which are found in air, soil like mucor attack to the patient. Patient who is admitted in hospital for long 
time has high chance to cause this disease because of it low immune response. Generally, this black fungus 
naturally occurs in our environment. It may invade in our body lodge in the nasal passage and silently stay in our 
body, a symptomatically. When a patients fell sick, increase blood sugar levels, patients who unable to form 
neutrophils may victim to mucormycetes. Diabetic is very effective in lowering the immunity power. So in this 
situation if mucormycetes can able to enter into the body they can easily cause severe infection without any 
prevention and the patient have to accept death. 

VI. TRANSMISSION 

The causative agent of mucormycosis, Mucorales is a member of spore forming fungal group that have saclike 
fruiting structure (sporangia) and produced yellow or brown spores that is 3-11 micrometers in diameter and they 
are easily aerosolized. So they can enter into host by air flow. Staying in contact with rotten materials and dirty 
environment are the suitable way for their transmission. Mucormycosis also can be transmitted from the 
contaminated bandages, tongue depressors and other medical solutions or devices. 

 It can spread by inhalation of fungal spore and it gets lodged into sinus and lungs. 

 Low oxygen concentrations in blood help the fungi to replicate fast. 
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Fig 4: Overview of Mucormycosis 

VII. TREATMENT 

A rare but serious fungal infection known as mucormycosis and colloquially as black fungus is being detected 
relatively frequently among COVID-19 patients in some states. The disease often manifests in the skin and 
affects the lungs and brain. While it is treated with antifungals, mucormycosis may eventually require surgery. 
Doctors have said that it is of at most importance to control diabetes, reduce steroids, and discontinue immune 
modulatory drugs. It is important to diagnose the disease as early as possible. The Mucormycetes medicine is 
costly enough. A six weeks dose of liposomal Amphotericin B is only a drug that can cure it. It is directly used on 
infection site. Experts in the task force have stressed the need to control hypercemia and monitor blood glucose 
levels after discharge following COVID-19 treatment and also diabetes. One should use steroids judiciously; 
correct timing, correct dose and duration are important.  

In some cases, it can require surgery. It can lead to eventual loss of upper jaw and sometimes even an eye. 

VIII. PREVENTION 

It is not possible to breath sincerely that no fungal spore enters in our body because the fungi of mucormycosis is 
very common in environment and the person with low immunity power has the great chance to get this infection. 
So people can protect themselves by protecting them from the environment and making yourself 
immunologically strong: 

Protection from Environment: 

 Try to avoid the dusty and garbage area. If these areas can’t be avoided then use face mask. 

 Avoid direct contact with flood water, water damaged buildings, rotten things. 

 In the outside of home try to wear long part, full sleeves shirts, shoes and wear gloves specially at the 
time of doing some outdoor or dusty activities. 

 Always try to clean skin with soap. 

Antifungal Medication: 
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If someone feels to have lower immunity power and have the chance to get infected mucormycosis for his/her 
daily work, then he/she should consult with his/her medical practitioner and take some antifungal and immune 
booster medicines for advance protection. 

IX. CONCLUSION 

During almost one and half year COVID-19 has made the world its kingdom of death and now it has been 
welcome mucormycosis to be its successor. This fungal infection is carrying the similar risk factor even its 
diagnosis become more challenging because of clinical suspicion and difficulty of isolating the causative fungi. 
Diabetes mellitus has been associated with SARS Cov-2 infection for the use of a large amount of steroid to the 
severe patients. Histopathology, direct examination and culture remain essential tools, although the molecular 
methods are improving and for this account molecular based methods and new fungal genetic are being explored. 
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A B S T R A C T 
Pesticides and fertilizers are in intensive use due to agricultural push of needs in high productivity. This ruthless 
practice of chemical fertilizers negatively on humans’ animals along with the natural properties as water soil etc. to 
reduce these environmental problems scientist studying on plant probiotic microorganisms in short PPM which are 
also known as bio-control Bio-protectants, Bio-stimulants and Bio-fertilizers that can by the microorganism to the 
plant and reduce environmental stress. The PPM mostly is engaged with a harmonious free-living relationship with 
the plant or they can work diversely in an unexpected way, now and again with explicit capacities to accomplish 
acceptable plant advancement. The study is about the PPM introduction, portrayal and several function and 
various ways of function with the application. A huge group that is named as plant growth promoting group or in 
short PGP. The group contains some bacterial and fungal species that stimulate plant growth and they can 
stimulate the growth through various mechanism. Many of the biogeochemical process are maintained by the soil 
borne microflora. Soil chemical fertilizers are needed to replace by an alternative. Scientist are studying on PPM to 
have it as the alternative as they don’t provide with any environmental problems, they directly improve the 
nutrient supply. The species are truly organic. They have high role in biodegradation of pollutants. They also can 
decrease the chances of antibiotic-resistant bacteria and disease. The principle approaches are explained includes, 
the way of life subordinate methodology for the microorganisms contained in the plant material are additionally 
disengaged by refined and are distinguished by a blend of phenotypic and sub-atomic techniques and the refined 
free temperature microorganisms are recognized without developing them. 

 
Key words: Cultivating, Microorganisms, Biodegradation, Decrease, PGP 

 
It is said that the plants are never alone like human. 

They are always accompanied by microorganism known as 

plant probiotic microorganism with which they are involved 

with a symbiotic or symbiotic association. Humans and 

animals are strongly dependent upon the plant Kingdom 

activities for their survival. From the plant Kingdom 

activities agriculture and forestry are important for human 

survival throughout the whole history [1]. The high yield 

maintenance is now a problem for over countries due to 

population increase climate exchange soil degradation 

environmental contamination so we need high yield group 

that can feed the whole population [2-3]. 

Ford these problems as population increase we do 

need high yield of edible crops so application of input such 

as pesticides fertilizers and become very compulsory in days 

to provide that yield. The chemical composts and pesticides 

have been negative impact on dirt (soil) contamination and 

water contamination and whole food chain is getting 

suffered for this. Scientist had also tried to reduce pesticide 

by selecting cultivars resistant to specific disease but in that 

case the resistance can cause dumping of crown got root rot 

and many more diseases [4]. Therefore, the use of products 

based on PPM known as by a protected by chemicals by 

fertilizers by stimulated is a promising solution to overall 

the environment quietly and ecosystem that can maintain the 

equilibrium and reduce the excess cause of chemical 

fertilizers. The article 

is focusing upon the 

recent advantage of 

PPM. Plant culture 

improvement was 

also studied. 

Improvement stains 

are also studied in the 

study. 

CARAS 

mailto:tanmay.tanmay.ghosh780@gmail.com


MATERIALS AND METHODS 
 

PPM 

Now a day what population is gradually increasing 

and some other problems are being faced by the humankind. 

The problems could be soil degradation environmental 

contamination climate change agriculture Hollister degrees 

which have critical for human activities and animal survival. 

So, the PPM is studied as the base product of alternative to 

Bio-fertilizers, Bio-pesticides or Phytoremidiation. PPM is 

beneficial organism that can be found with plants in either 

symbiotic or free-living relationship. Primarily the 

association occurs in soil. Microalgae associate bacteria are 

also included to the types of PPM. There is a higher 

microbial presence of soil environments in the root system 

due to rhizodeposits and root exudates. Some of these germs 

can support their host which stimulates plant growth, 

reduces pathogen infection, increases yield, and reduces the 

pressure of biotic or abiotic plants as salt pressure. PPM are 

plant growth promoting microorganisms are consistent in 

soil microbial population plant disease suppressing bacteria 

fungi nitrogen fixing cyanobacteria as active member cities 

add toilet accident degrading microbes are also present in 

soil microflora. Bacillus megaterium or also a plant that 

causes the mutation of abscisic acid deficiency inhibition in 

the growth of mutant plants. Bacillus and Pseudomonas are 

the most predominant genera for the important PPM groups 

as plant growth promoting bacteria in short PGPB present in 

the soil. It is been believed that soil is the only source of 

PGP but some studies have shown that the bacteria are also 

associated with microalgae that stimulates the Bacillus 

okhensis case of growth. Aamantrit probiotic producing 

bacteria are also considered as biocontrol for their activity 

against pathogenic microorganisms they can be lactic acid 

producing bacteria are generally recognized as safe GRAS 

status which is included in the FDA regulations in title 21 

for code of federal regulations (21CFR). Another study to 

PPM the fungi is highly studied with important functions. 

For example, the endophytic fungi like Exophiala sp. 

Secrets the phytohormone that can improve the plant 

growth. Trichoderma strains have also studied for the 

identification of molecular mechanism of activation during 

in vitro interaction with tomatoes and Trichoderm 

alongibrachiatum MK1. The PPM interactions are 

influenced by crop rotation type and degree of fertilization 

toys of cultivation PPM performance and fields satisfactory 

etc. 

 

PGP 

Plant growth promoters are microorganisms such as 

bacteria and fungi that stimulate plant growth through 

different mechanisms. Some direct PGP action mechanisms 

include nitrogen amelioration phosphorus or iron fixation 

and plant hormone production. Biomolecules as varied as 

antibiotics, enzymes and antimicrobial and pathogen 

inhibiting volatile compounds which can lower plant 

ethylene levels and induce systematic resistance are 

produced by PGP indirectly. PGP abilities can be presented 

by both Rhizosperic and endophytic soil bacteria. 

Rhizospere microbes are mainly found in the root inhibitors 

and endophytic bacteria are found with tissues of the plant 

itself or are free living. Food production systems are 

containing great importance to PGP as they are responsible 

for increasing the productivity. 

 

Microorganism Function 

Alcaligenesfaecalis strain Salt tolerance increase in Arabidopsis thaliana 

Bacillus subtilis Alleviates the adverse effects of soil salinity on wheat growth 

Arthrobacter sp. Promotes early plant growth 

Bacillus megaterium Increases plant biomass and the salt tolerance of rice 

Bacillus okhensis Inhibits abscisic acid (ABA) deficient mutant plants 

Fusarium culmorum FcRed1 Promotes growth of a gibberellins (GAs)-deficient mutant cultivar and normal GAs 

biosynthesis cultivar rice seedlings 

Bacillus subtilis GB03 Promotes early plant growth in Sorghum bicolor (L.) Moench 

Exophiala sp. Down-regulates expression of the high-affinity K+ transporter (HKT1) 

Halomonas sp. Increases plant biomass and the salt tolerance of rice 

Lactobacillus plantarum BY Promotes early plant growth 

Novosphingobium sp. Reduces soft rot disease severity 

Penicillium minioluteum Metabolizes ABA in vitro 

Phomaglomerata Mitigates the adverse effects of salinity stress in various plants 

Penicillium sp. LWL2 Promotes the growth of GAs-deficient dwarf mutant Waito-C and Dongjin-beyo rice 

Pseudomonas fluorescens Can help with the enrichment of proteins related to energy metabolism and cell division 

Sinorhizobium meliloti Produces Indole-3-acetic acid (IAA) 

Trichoderma longibrachiatum Promotes growth and/or increased biotic and abiotic tolerance to stresses 

 

Stress tolerance property 

More than 30% of worldwide losses in crop 

production are due to the environmental stresses as soil 

salinization, soil solidification, and draught flooding soil pH 

UV light heavy metals environmental temperature abiotic 

stress. Primary signal such as change in ionic level so what 

are clauses and others and secondary signals as 

phytohormones as secondary metabolites releases are 

involved in the stressful conditions plant cascade which is 

responsible for such situations. Turgor pressure and mass 

production is affected by draught while the plants regulation 

cosmetic pressure ionic stress, oxidative stress. PGPR 

interactions with other microorganisms and have effect on 

plant physiology [5]. Aminocyclopropane-1-carboxylic acid 

(ACC) deaminase is an enzyme present in the PGPR. Role 

of this enzyme is to regulate the hormone in plants. ACC 

deaminase is regulating ethylene, which is known as the 

stress hormone. The plant productions of these hormones are 

responsible for the roots acceleration that’s response of 

abiotic and biotic process. The normal plant development, 

leaf abscission, senescence, follower wilting, chlorosis and 

low yield are inhibited by the high concentration of ACC 

deaminase. ACC deaminase containing bacteria inoculated 

plants have the increase in root height and biomass. This 
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happens for reduction in ethylene levels. Thus, they are 

beneficial for the plants in sense of stress tolerance. 

 

Bioremediation 

Due to the increase in industrial growth the 

environmental pollution are growing at a higher speed. 

Scientists are continuously trying to recover the 

contaminated soil. Due to the high cost and danger of the 

process of chemical cleanup for conventional hazards the 

study is becoming hard. Halogenated compounds like 

perchloroethylene, trichloroethylene, Pesticides like atrazine 

and bentazon, petroleum hydrocarbons, polycyclic 

aeromantic hydrocarbons, polychlorinated terphenyls are the 

main contaminants of soil. Primary inorganic contaminants 

are heavy metals (cadmium, chromium, lead, copper, zinc, 

nickel, mercury). For the remediation of polluted soil, the 

eco-friendly and cheaper ways are still being found. 

Phytoremidiation is thought to be one of them as it includes 

plants that can accumulate heavy metals and recover the 

land. Another factor for the technique is to ensure the ability 

of microbe to tolerate heavy amount of contaminants. For 

the potential for metal bioaccumulation in polluted 

environment that is enhancing metal uptake and promote the 

plant growth the bio-fertilizers containing metal tolerant 

microorganisms (PGPR) is being studied. Soil 

decontamination and plant development is contributing the 

bioremediation which follows the mechanism of microbe 

plant interactions. Recently researchers have used PGPR 

availability to minimize arsenic toxicity on Malbec grape 

seedlings. M. luteus, one of three tested species 

(Micrococcus luteus, Bacillus lincheniformis and 

Pseudomonas flurescens) show high decrease in the arsenic 

toxicity and improving the biomass [6]. For another studies 

it was found that Bacillus thurigiensis improved metal 

accumulation and growth in the species Alnus firma in mine 

trailing soil. Inoculation of the microbe helped in root length 

increase, shoot height increase, plant biomass increase and 

heavy metal accumulation in inoculated plants of Bacillus 

thuringiensis. 

 

Plant nutrition improvement 

 

Plant growth production is favoured by different 

methods of soil fertilization such as chemical fertilization, 

organic fertilization and microorganism use for the macro 

and micro nutrients, mainly nitrogen and phosphorus. Bio-

fertilization is having a definition as microbial usage for 

increase the supply of primary plant nutrition. Direct effects 

on nutrient availability, root growth enhancement, root 

pathogen antagonists, and soil detritus decomposition are 

included in nutrient improvement mechanism. Bacteria and 

fungi are among the microorganisms that can promote plant 

growth and have been identified as plant growth promoting 

Rhizobacteria as Acinetobacter, Alcaligenes, Arthrobacter, 

Azospirillum, Azotobacter, Bacillus, Beijerinckia, 

Burkholderia, Enterobacter, Erwinia, Flavobacterium, 

Pseudomonas, Rhizobium, Serratia, and 

Arbuscularmycorrhizal fungi [7-9]. 

 

PGP Effect 

Trichoderma spp. Secondary metabolites produced by Trichoderma spp. affected the growth of tomato 

(Lycopersicumescu lentum) and canola (Brassica napus) seedlings. 

Trichoderma harzianum T. harzianum caused effects on maize plant growth but only in combination with mineral 

fertilization and with disinfected soil as growth substrate. 

Pseudomonas, Ralstonia, 

Enterobacter and Pantoea 

Plant growth promotion was evaluated by screening for indoleacetic acid (IAA) production 

and mineral phosphate solubilisation in vitro. 

Bacillus velezensis Increased the growth of some tested plants (including beet, carrot, cucumber, pepper, potato, 

radish, squash, tomato, and turnip) at various levels in different plant parts. 

Azospirillum lipoferum Decreased plant water stress in maize (Zea mays L.) with abscisic acid (ABA) and 

gibberellins (GAs) production by Azospirillum lipoferum. 

Endophytic bacteria (217) 

and fungi (17) from 

coffee tissues. 

Strains were evaluated for their potential to control coffee leaf rust (Hemileia vastatrix) and 

to promote coffee seedling growth. Bacterial strains named 85G (Escherichia fergusonii), 

161G, 163G, 160G, 150G (Acinetobacter calcoaceticus), and 109G (Salmonella enterica) 

increased plant growth. 64R, 137G, 3F (Brevibacillus choshinensis), 14F (S. enterica), 36F 

(Pectobacterium carotovorum), 109G (Bacillus megaterium), 115G (Microbacterium 

testaceum), 116G, and 119G (Cedecea davisae) significantly reduced disease severity. 

 

Plant growth promoting Rhizobacteria (PGPR) 

PGPR has the greater contribution in enhancement of 

plant growth and yield because they are part of the 

rhizospere biota that in association with plants, stimulates 

the host growth. PGPR are providing a large adaptability in 

a wide variety to the environment, enhances growth rate and 

biochemical versatility that allows them to metabolise a very 

wide range of natural and xenobiotic compounds. PGPR can 

be classified as rhizosperic and extracellular or and 

intracellular endophytic, according to the association 

between PGPR and the plant host. Extracellular PGPR in 

short e-PGPR are those PGPR that exists in the rhizospere 

on the rhizoplane in the space between root cortex cells and 

intercellularly (i-PGPR) inside of the root cells mainly in 

nodular structure. Some examples of ePGPR are 

Agrobacterium, Arthrobacter, Azotobacter, Azospirillum, 

Bacillus, Burkholderia, Caulobacter, Chromobacterium, 

Erwinia, Flavobacterium, Micrococcus, Pseudomonas and 

Serratia families. The examples of iPGPR are 

Allorhizobium, Azorhozobium, Bradyrhizobium, 

Mesorhizobium, and Rhizobium in rhizobiaceae family. The 

rhizobacteria are mostly belonging to the group are mainly 

Gram-negative rods. Sometimes they can be the gram-

positive rods and sometimes may be cocci or pleomorphic. 

Intercellular PGPR or iPGPR are the bacteria that are 

colonizing in special root nodular structure and include 

bacteria that can fix atmospheric N2 [10-13]. 

 

Arbuscularmycorrhizal fungi 

Arbuscularmycorrhizal fungi or AMF can be 

enhancing solubility and availability of nutrients, including 

phosphorus and micronutrients, which are absorbed by the 

plant itself under many other different conditions. 

Phosphorus and nitrogen nutrition of Medicago sativa are 
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affected by AMF as well as carbon assimilation and water 

loss through modification of stomatal behaviour. The 

majority of plant roots are symbiotically associated with 

AMF. The AMF are Glomeromycota, family 

Acaulosporaceae, Gigasporaceae and Glomaceae. The 

interaction between AMF and bacteria may result in 

benefice impacts on plants. Fungal colonization in roots, 

interaction positivity influenced nitrogen and phosphorus 

enhancement was improved by PGPR. In improvement of 

availability of carbon and phosphorus compounds are 

improved by PHB (phosphate solubilizing bacteria) and 

AMF. AMF has important potential as Reforestation 

enhancement. Since the tropical forest are destroying at a 

high rate the investigation of AMF community in root 

structure and rhizospere soils of Aquilary crassna Pierre ex 

lec and Tectonsgrandis lini. f. The field work was done on 

understanding weather the AMF vary to host plants. It was 

revealed that AMF community composition in A. creassna 

and T. grandis were similar by the terminal restrictions 

fragment length polymorphism, complemented with clone 

libraries. Total 38 distinct terminal restriction fragments 

were found. 31 of them were share between A. creassna and 

T. grandis. Authors reported that TRF were attributed to 

Claroideoglomeraceae, Divrrsisporaceae, Gigasporaceae, 

and Glomaceae. The production of seedlings with high 

probability of survival required by Regengarating strands of 

valuable tropical hardwood tree species for sustainable 

harvest. Four families are being represented by the AME 

communities Glomeraceae (49%), Acaulosporaceae 

(24.9%), Claroideoglomeraceae (29.8%), and 

Gigasporaceae (4.8%). Which species were incubated in in 

vitro and colonized by all the study of a m f. in the results 

we find that the a.m. inoculated plants or taller than normal 

curated plants that suggest a high possibility of a MF 

symbiosis with both re forestation and important tree species 

productions in greenhouse studies [14-16]. 

 

Microorganism Plant Purpose Bio-inoculation effects 

Rhizobial strains  ACC deaminase 

production 

ACC deaminase-producing organisms  

decrease plant ethylene levels that lead  

to plant growth inhibition or even death 

Staphylococcus sp., Bacillus sp., 

Curtobacterium sp. M84, 

Arthrobacter oxidans BB1 

Arabidopsis 

thaliana 

To investigate pathogen 

resistance and salt stress 

tolerance 

Strains BB1 and M84 showed the best 

performance under pathogen stress, and 

BB1 and L81 were better under salt 

tolerance 

Pseudomonas spp. Zea mays 

(maize) 

To evaluate the potential 

of five Pseudomonas spp. 

in alleviating drought 

stress in maize 

Bioinoculation with Pseudomonas spp. 

improved maize development under 

drought stress 

Agrobacterium tumefaciens, 

Zhinguelliuella, 

Brachybacterium saurashtrense, 

Vibrio, Brevibacterium casei, 

Haererohalobacter 

Arachis 

hypogaea 

To investigate the 

influence of these PRPGs 

in response of salinity 

A. hypogaea development decreased in 

the control treatment under salt 

conditions. On the other hand, the 

presence of PGPR promoted plant growth 

and salt tolerance. 

Pseudomonas GGRJ21 Vignaradiata 

(Mung bean) 

To evaluate how the 

bacteria promote plant 

growth and alleviate 

drought stress. 

The alleviation of drought stress in Mung 

beans by Pseudomonas is related to the 

production of antioxidant enzymes, cell 

osmolytes, hormones, and upregulation of 

stress-responsive genes in the host plant. 

Bacillus cereus Pb25 Vigna 

radiate 

(Mung bean) 

To evaluate the influence 

of bio-inoculation in 

Mung bean development 

under salt stress 

B. cereus Pb25 showed an important role 

in mung bean plant protection due to 

increased production of its plant growth-

promoting activity 

Bacillus amyloliquefaciens 

RWL-1 

Oryza sativa 

(Rice) 

To investigate if the 

abscisic acid producer 

bacteria is able to protect 

rice crop from salinity 

stress 

B. amyloliquefaciens was able to grow in 

different salt concentrations without 

affecting abscisic acid production and 

produced increased plant height, biomass, 

and total chlorophyll content. 

PGPR isolated from Hordeum 

secalinum and Plantago winteri 

Hordeum 

vulgare 

(Barley) 

To isolate rhizobacteria 

associated with barley and 

P. winteri and evaluate 

the effect of 

bioinoculation on barley 

development under salt 

stress 

The isolate E110 identified as C. 

flaccumfaciens was the most effective 

growth promoter and stress alleviator 

Azotobacter chroococcum W5, 

Mesorhizobium ciceri F75, 

Pseudomonas striata P27, 

Serratia marcescens L11 and 

Anabaena torulosa 

Wheat seeds To evaluate the influence 

of phototroph heterotroph 

biofilm on wheat 

development 

Soil treatment with biofilm led to an 

increase in soil chlorophyll, high 

concentrations of acetylene reduction 

activity using Anabaena Serratia biofilm, 

and Anabaena-Pseudomonas 

increased P-uptake 

Acetobacter spp., Azotobacter 

spp., Rhizobium spp., 

Camellia 

sinensis 

Soil recovery from 

excessive use of chemical 

Lower chemical fertilization with biofilm 

improved soil microbiota and quality, 
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Bradyrhizobium spp., 

Colletotrichum spp. 

(Tea) fertilizers. favoring plant growth and 

Rhizoremediation 

Pseudomonas mendocina Lactuca 

sativa 

(Lettuce) 

To investigate the effect 

of interaction between 

PGPR and AMF in lettuce 

under salt stress. 

P. mendocina was able to increase plant 

biomass under high salt level, while AMF 

were less effective in alleviating salt 

stress. Co-inoculation  

did not show an additive effect on plant 

growth 

Pseudomonas alcaligenes, 

Bacillus 

polymyxa, Mycobacterium phlei 

Zea mays 

(Maize) 

To investigate the effects 

of Bio-inoculants on 

maize development in two 

types of soil. 

The bio-inoculant stimulated the plant 

development and assimilation of N, P, 

and K in a low nutrient and saline soil. 

 

Improvement of soil 

Now days it is found that the increase in sustainable 

agriculture lead the necessity of new technological 

development for the reduction of environmentally harmful 

chemicals and fertilizers pesticides that are used by the 

agricultural people. Many other studies have put in light the 

plant probiotics as the alternative of soil fertilizers and their 

use as fertilizers in agriculture. Many of the studies have 

shown that they are used in agriculture improve the supply 

of management of nutrients in adverse conditions. They also 

took role in biochemical processes of plants with some 

specific effective natural substances and soil contaminated 

Bio-composts and antibiotic pressure tolerance [17]. 

 

Methods to study the microbial ecology of plants 

It is important to study the plant associated 

microorganisms not only to understand the role in ecology 

and plant interactions also for the biochemical applications 

for those microorganisms in the management of the crops 

for high yield. Two different approaches are done upon the 

general knowledge of microbial community structure of 

different plants. Those two are culture dependent approach 

and culture independent approach. In culture dependent 

approach the isolated microorganism from plant material is 

cultivated and identified by a combination of molecular 

method and phenotype method from which their 

morphology and role can be studied. While in the other hand 

the culture independent approaches containing 

microorganism detected without cultivation based on 

extraction and DNA analysis through which their genetics 

can be easily studied. From there genetic library could be 

easily identified [18]. 

 

Methods that depends upon the culture 

Mostly the methods that are depending upon the 

culture are used in determining the microbial ecology of 

plants. Most diverse plant systems have their diversity in 

microorganism too. Some diverse cleanser banana, 

strawberry, rice, potato, eucalyptus in wheat which has 

diverse variety of microorganisms. The method is based on 

growing after microbial cultures on agar plates or other 

nutrient plates and then characterizing and identifying them 

through various steps. Main lead identification is done by 

phenotype related identifications. Phenotype dependant 

identifications maybe morphological physiological or 

metabolic. Changes in growth condition and natural 

mutation can be changing these characters. So in this case 

such procedures may be insufficient for correct and reliable 

identification of the microorganisms that are cultured. In the 

other hand the procedure is time consuming and hard in 

laboratories. Recent recently many scientists have developed 

molecular method that can study microbial ecology and 

overcome many limitations as we discussed in the field of 

understanding plant system microorganism diversity [19]. 

For the characterizing of plant growth promoting 

microorganism in short PGPR the sequence conservation 

regions of microbial DNA has been taken as a higher step. 

Generally, for investigation of bacterial community the 16 s 

rRNA gene is triggered for PCR amplification but 26 s and 

18 s r RNA gene is normally targeted in eukaryotic commit 

investigation that is the major difference in investigation of 

community of eukaryotic and prokaryotic. Many other 

polyphasic approaches applied to identify and many 

endophytic bacteria isolated from maize and other crops. 

Biochemical applications were performed as growth in 

carbon sources intrinsic tolerance of antibiotics and 

biochemical test for catalase nitrate reductase and urease. 

Several genetic identifications are also performed as box 

PCR and sequencing of 16 s rRNA. Identifications revealed 

the presence of bacteria belonging to the genera Pantoea, 

Bacillus, Burkholderia and Klebsiella. 

Further identification of groups and differentiation of 

microbial species in plant materials several methods applied 

such as BOX- PCR, REP-PCR, RAPD, RFLP, AFLP, 

ARDRA and PCR fingerprinting. The theory that the DNA 

varieties in microbial state that can be used for classification 

is proposed by all those methods we have done. It is hard to 

choose between many of the methods as a particular from 

the available literature as there are many other methods 

described in the literature. There are two main points 

depending on which the method or choosing one of them is 

microbial culture grouping priors to sequencing. And the 

other is microbial strain characterization within a species. In 

a study REP-PCR technique using the (GTG) 5 primer was 

employed for the bacterial endophytes isolation from 

strawberry fruits. In that particular study a cluster was found 

that was a total of 45 (GTG) 5 – REP-PCR cluster with the 

help of 16s rRNA sequencing of some microorganisms. 

Some of the microorganisms are Bacillus subtilis, Bacillus 

sp., Enterobacter sp., Enterobacter ludwigii, Lactobacillus 

plantarum, Pseudomonas sp, and Pantoea sp. It was evident 

that REP PCR techniques are a promising technique as a 

potential genotype tool for rapid and relatable detection of 

bacterial endophytes. Some other genetic tools are also 

finding successful for plaster plant microbial culture as 

ADRA-PCR in rice roots, BOX-PCR in maize and AFLP in 

banana roots [20-23]. 

 

Method that or not defending on culture 

The method that are not dependent upon culture are 

extremely useful for understanding and isolating 

microorganisms but the microorganism cannot be cultivated 

because in this study physiological requirements not 

previously known so the microbial community composition 
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could be known but could not be cultivated in this process. It 

is started that plants grow in ecological niche and nutrient 

rich ecosystem. So, it is heart for selective media and culture 

conditions to full feel the requirements of reproduction of 

the ecological niche and relationships behind bacteria plant 

and bacteria interactions as there is a vast difference are 

known to us. The main principle of the method independent 

of culture based on amplification of PCR of the 

microorganism’s RNA gene [24]. This technique is a 

valuable technique itself. Through this technique we can 

easily get instant info about the microorganisms specially 

the structure. The microorganisms who have in habitat in 

nutrient rich ecosystems whose growth conditions are very 

difficult to simulate can be easily identified through this 

technique. Potential to study the microphone quickly. That 

thing was just as equal to mi stone in this field. That has 

another impact economically and it lacks the time taking 

process. Sometimes the methods are done by denaturing 

gradient gel electrophoresis in short DGGE [25]. Through 

this method we can easily and directly profile the specific 

ecosystems microbial population through separating PCR 

products that have originated with universal primers. Mainly 

the Primus is based on the melting domain of specific DNA 

molecules. In the study of different plant species endophytic 

bacteria, the PCR-DGGE contains a greater potential as 

aiding [26]. It is confirmed by several authors that there is a 

difference between the naturally occurring species of plant 

growth promoting bacteria and the isolated bacteria. the 

indigenous bacterial flora diversity associated with potato 

plants essays to buy the use of both plating and PCR-DGGE. 

The results were very shocking to show that the PCR-DGGE 

analyzed sequences (Telluria mixita, Caulobacter sp., 

Agromyces cerinus, Afipiageno sp. and Pseudomonas 

agarici) did not matched from the isolated sequences. Get 

clearly suggest us about uncultivable or not yet cultural in 

the organisms that are detected in the DGGE analysis [27]. 

That clearly shows the importance of using both the 

culture dependent and culture independent methods for the 

understanding of ecological role of endophytic bacteria as 

well as its biochemical applications in agriculture. There are 

several techniques of culture independent methods as 

cloning and sequencing the whole communities rRNA 

sequence to explore the natural ecosystem microbial 

diversity [28]. Sequence of those RNA gene helps to let free 

the tools for gaining a more precise image of a given 

ecosystem diversity of species. Microbial diversity of plants 

is mainly discovered by the help of those liberates.  Some 

scientist has reported the versatile and wild range of bacteria 

in the roots of rice [28-29]. The liberates are 16s rDNA 

which contains subclasses as alpha, beta, Gama, delta and 

epsilon subclasses of Proteobacteria, Cytophaga, 

Flexibacteria, bacteroids phyla, low G+C Gram positive 

bacteria, Deinococcus thermus, Acidobacteria and Archaea. 

Scientist has found citrus grove bacterial community 16s 

rDNA Library. A total of 2062 clones were classified in to 

seven phyla, which are Bacteroidetes, Dictyoglomi, 

proteobacteria, Actinobacteria, firmricutes, chlamydiae, 

verrucomicrobia. Recently, for rare species detection and 

greater depth providing is done by some massive parallel 

sequencing platform as NGS (next gen sequencing). The 

NGC platform includes technology from 454 life sciences 

and solexa1G instruments. Another contender which is 

considered as serious, the name is ABI’s solid platform. 

These techniques perform tens of thousands or more 

sequence reaction in single test tube. The new sequencing 

techs are highly impacting microbial study. In potato roots 

454 pyrosequencing was examined. Scientist has detected 

several bacterial operational taxonomic units apparently 477 

strains. The units are belonging to a total 238 genera of 15 

phyla within banana roots [30-31]. Five of the endophytic 

potato plant microorganism’s genera are Rheinheimeea, 

Dyadobacter, Devosita, Pedobacter and 

Pseudoxanthomonas. Other scientists have used 16 s rRNA 

illumina sequencing to access endophytic bacteria in 

Alovera. With a predominate of proteobacteria, 

Actinobacteria, firmricutes, Chlamydiae, found in the 

analysis. NGS technologies have power to capture microbial 

diversity in plant tissue [32]. This can easily improve the 

understanding between microbe’s plant interactions. NGS 

platform use can quickly identify microbial candidates that 

can influence plant production and growth. 
 

CONCLUSION 
 

From this study we could easily conclude that plant 

probiotic microorganisms in short PPM are very beneficial 

microorganisms which are associated with the plant to 

improve their growth. There is a high chance of the use of 

PPM as bio-fertilizer and bio-pesticides. In several studies it 

is also found that they can prevent several microbial 

diseases by secreting some molecules dangerous to other 

pathogens. There is a group in plant probiotic 

microorganisms which is called the plant growth promoters 

who can stimulate the plant growth through different 

mechanisms. The mechanisms can be nitrogen fixation 

Phosphorus fixation iron fixation production of plant 

hormones which can helps the growth and immunity of the 

plant. Bio-molecules antibody enzymes antimicrobial and 

pathogen inhabiting volatile compounds could be secreted 

by plant growth promoters or plant probiotic 

microorganisms. It is very important to molecular 

characterization and identifies plant associated 

microorganisms not only for the understanding of people 

logical role and plant interactions but also to enable the 

biochemical application of the cultures and to optimize the 

agricultural productivity. 
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Abstract: 

 

One of the significant kharif crop of India is maize. It is unmistakably a summertime annual that 

needs extremely specific environmental conditions for healthy growth and development. It is 

grown all over the world in the temperate, subtropical, and tropical regions. Sheath blight, caused 

by Rhizoctonia solani, causes corn grain losses ranging from 11 to 40%, even up to 100% on 

some cultivars in some warm, humid locations, where the circumstances are suitable for the 

causative agent (Izhar and Chakrabarty 2013; Gao et.al., 2014). To gradually destroy this 

causative agent, a number of compounds are utilised. However, this same bacterium has also 

developed resistance to systemic fungicides like benomyl, carboxin, and thiophenate methyl as 

well as protectant organic fungicides like captan, maneb, and thiram. To manage this diseases, 

biological treatment options were tested in the current experiment. A biocontrol agent, 

Trichoderma, was tested in vitro against the pathogen R. Solani using several species. As a 

consequence of its ability to 80% effectively block the growth of pathogens, T. harzianum 

emerged as the most promising of the ten Trichoderma strains studied in this study. The 

pathogen was also exposed to certain botanicals (essential oils), and Neem oil (Azadirechta oil) 

showed the most promising results in thwarting the growth of the infection, followed by clove oil 

and mentha oil. 

Keywords: Maize, Sheath Blight, Rhizoctonia solani, Trichoderma,  
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INTRODUCTION 

Zea mays, a significant Kharif crop, is crucial to the nutrition of Indians. After wheat, barley, and 

rice, corn is the fourth most common cereal crop in terms of area and output. The production of 

food accounts for 25% of GDP thanks to the main cereal grain. This crop grows quickly and tally 

yet has a limited lifespan. It may be used in a variety of goods, including industrial ones as well 

as animal and livestock feed. Andhra Pradesh, Karnataka, Rajasthan, Maharashtra, Uttar 

Pradesh, Bihar, Chhattisgarh, Madhya Pradesh, and Himachal Pradesh are the states with the 

largest corn acreage that account for more than 80% of corn output. 

Out of the 112 corn diseases that have been recorded thus far from various regions of the world, 

65 are known to exist in India (Singh and Shahi 2012; Asif 2013). The main ailments that affect 

the country's many agro-climatic areas include seed roll seedling blight, leaf blight, downy 

mildews, stalk rots, banded leaf and sheath blight, smuts, and rust, which cause yearly crop 

losses of 15% to 20%. The Corn Sheath Blight of Maize (Thanatephorus sasakii (Shirai) Tu and 

Kimbrough) is the Worse of These (Tu and Kimbrough 1978). Except for the tassel, all of the 

plant's aerial components exhibit diseases signs. 

Rhizoctonia solani is a fungus that causes banded leaf and sheath blight, and it is a soil-borne 

disease. One of the most infamous, pervasive, harmful, and adaptable pathogens that can be 

found almost anywhere in the globe is the fungus (Divya Rani et al. 2013). Because R. solani is 

able to develop sclerotia that can survive in the soil for at least two years, control techniques can 

only be partially successful (Ou 1985). 

Cultural, chemical, and biological techniques have all been proposed as ways to manage this 

illness. Chemical and cultural control techniques are time-consuming and insufficiently effective. 

Additionally, it harms the helpful bacteria in the soil, which causes ongoing issues (Monfil and 

Casas-Flores 2014). Therefore, a biological idea was proposed (Boukaew et al. 2013). 

In the current study, biocontrol techniques are chosen because they pose less hazards to human 

health, have a targeted mode of action, enhance soil quality, don't interfere with the majority of 

helpful bacteria, and are sustainable from an agricultural standpoint. As a result, this approach 

can effectively control the zea mays sheath blight disease because the bio agent multiplies in the 

soil and provides protection throughout the crop's growth. 

Distribution 

Germany, the United States, Nigeria, Venezuela, Sierra Leone, the Ivory Coast, and England 

have all recorded cases of this illness. In particular, sheath blight is acknowledged as a 

significant barrier to the development of maize in China, South Asia and Southeast Asia 

(Bangladesh, Sri Lanka, Indonesia, Cambodia) Philippines, Taiwan, Malaysia, Korea, Japan, 
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Thailand, Laos, Pakistan, Nepal, and Myanmar). Surprisingly, sheath blight has been blamed for 

yield losses in China that are close to 100%. 

Materials and methods 

Isolation and culture of the pathogen – 

 In order to identify the Rhizoctonia solani disease, samples from the local farms. The sample 

washed twice in double-distilled water after being surface sterilised with a 1 percent sodium 

hypochloride (NaOCl) solution. The sick material was crushed on sterile petri plates, and a little 

amount (size: 1-2 mm) of the infected area was transferred to a culture plate made up of PDA 

media under aseptic conditions. For five to seven days, inoculated plates were incubated at 25°C. 

Plates were continuously inspected for related microbial proliferation and growth. The fungus 

were sub-cultured for purification by choosing the desired colonies after five days of incubation. 

For subsequent research, isolated and purified cultures were kept alive by routine transfers in 

new PDA media and storage in a refrigerator at 4°C. A different batch of cultures was produced 

on paraffin-sealed slant and stored at -4°C. Growth pattern, colony diameter, and colour were 

evaluated as the fundamental identifying characteristics. 

In-vitro evaluation of biocontrol methods for the management of disease: 

Isolation of Trichoderma strains  

The places where the diseases brought on by Rhizoctonia solani was either very low or 

nonexistent in the presence of susceptible hosts are where the Trichoderma strains were 

identified from soil. The sample locations were at Gyanpur's experimental farms. At room 

temperature, air drying was done on the soil samples that were brought to the lab. On a selective 

medium, the Trichoderma species were isolated [(TSM) Elad, 1981]. Twenty millilitres of TSM 

medium were put onto Petri plates and let to harden. Trichoderma from soil samples was isolated 

using the serial dilution technique. 200 l aliquots of the soil suspension were then spread on TSM 

after one gramme of dried soil was added to nine ml of sterilised distilled water and serially 

diluted up to the dilution factor of 104. At 25°C and 20°C, the plates were incubated. On to PDA 

were transferred the colonies that had formed on the medium. Trichoderma cultures were also 

kept at 40 C on PDA slants for future research. Trichoderma isolates were identified using 

Kubicek and Harman's taxonomic keys (1998). 

Antagonistic efficacy of Trichoderma spp. against R. solani 

By inoculating a 5 mm agar block of Trichoderma against R. solani on PDA medium, 3 cm apart 

from each other, antagonistic potential of Trichoderma species was in vitro screened. After 6 

days of incubation at 25 2 0C, observations were taken on the inoculation plates. The approach 

outlined by Upadhyay and Rai was used to analyse the colony interaction in dual culture (1987). 

The parameter used for evaluation was the percentage of the pathogens' radial growth that was 
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inhibited, calculated using the formula 100 (R1 - R2)/R1 (Fokkema, 1976), where R1 represents 

the pathogen's radial growth towards the antagonist and R2 represents its radial growth towards 

the opposite side. 

Screening of essential oils against R. solani 

Using the poisoned food technique, the plant extract thus produced together with neem oil and 

lemon grass oil were evaluated against R. soani. Using the well method on a potato dextrose agar 

medium, the plant extracts lemon grass oil (0.2%), neem oil (0.1%), mentha oil (0.1%), basil oil 

(0.1%), and fenugreek oil (0.2%) were evaluated for their effectiveness against the pathogen R. 

solani. In the solidified medium, a well was made before it was placed onto 90 mm-diameter 

sterile petri dishes. The opposite side of the well cut in the petri plate was infected with a 

mycelial disc of 5 mm from a seven day old actively developing culture, and the well was then 

filled with test essential oil and incubated at 28 2 °C for seven days. Without any therapy, control 

was kept. Data were obtained 96 hours after inoculation and three replications were kept for each 

treatment. 

The following formula may be used to calculate the percentage of mycelial growth inhibition: 

(Vardhan2020). 

I=C-T/TX100, Where, I = Percentage of mycelial growth inhibition C = Control's colony 

diameter (mm) T = Treatment for Colony Diameter (mm) 

Result: 

Isolation of Pathogen: 

 

Hyphae of Pathogen 
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Pure culture of pathogen 

 

Total 12 Trichoderma strain were used against Rhizoctonia solani in dual plate culture technique. 

The most effective strain found against R.solani are T. harzianum (80%) >T. virens(74)>T. viride 

(72%). Other strains were also able to prevent the growth of causal agent but at lesser extent (50 

– 70) while T. amoenum were not found effective against R. solani (45%). 

 

 

Screening of essential oils against the Pathogen- Out of 9 essential oils used against R. solani 

Neem oil (Azadirechta oil) shows most promising result in inhibiting the growth of pathogen 

followed by clove oil and mentha oil. 
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Discussion-  

Historically, efforts have been made to control Rhizoctoni solani populations by using fungicides 

(Du Plessis 1999; Stevenson 2000). To destroy this causative agent sequentially, many 

compounds are applied (Naz 2006). However, this same bacterium has also developed resistance 

to systemic fungicides like benomyl, carboxin, and thiophenate methyl as well as protectant 

organic fungicides like captan, maneb, and thiram (Van Bruggen and Arneson 1984). 

Additionally, non-selective chemical usage led to the development of disease resistance to some 

chemicals, unintended impacts on microbial proliferation in ecosystems, and dangerous natural 

phenomena (Prasad and Kumar 2011; Singh and Shahi 2012). As a result, alternative methods 

for the management of diseases in maize crops have taken the place of plant pathologists' care. 

The current enquiry is a significant study that examines the potential for managing or controlling 

this condition by testing biological agents, namely Trichoderma spp. in dual culture. The results 

of the dual culture experiment showed that, in terms of the growth diameter of R. solani, each of 

the 12 Trichoderma spp. strains examined substantially varied from the control. However, 

compared to the other isolates, T. harzianumisolate demonstrated a stronger growth inhibition of 

R. solani (80%). Figure 2 shows antagonistic growth outpacing pathogen growth. An antagonist 

can overgrow when it has a greater growth rate, tolerance for the pathogens' metabolites, and the 

ability to manufacture antibiotics (Mathivanan et al., 2000). According to Chaudhary et al. 

(2020) and Abo-Elyousr et al. (2014), Trichoderma's capacity to generate extracellular chitinase 

enzymes is correlated with mycoparasitism. 

Essential oil effects were divided into three categories: weak (0.0-1.9 mm), moderate (2.0-3.9 

mm), and powerful (4.0-5.9 mm and above). Neem oil had substantial fungicidal properties when 
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compared to the other essential oils tested against R. Solani, and its fungitoxic action may be 

caused by the presence of azadirachtin, which contains desactylimbin (Sehajpal et al., 2009) 

Neem oil is used as a seed treatment, and spraying is the most effective and environmentally 

friendly way to manage this disease (Bunker et al. 2012) Divya et al.(2013) and  Maravi K. K. 

(2016) 

Conclusion:  

In order to maintain plant health and increase crop yield, a promising alternative strategy is the 

biological control of plant diseases. The findings of this investigation will also be applied to the 

field level control of this disease. 
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Abstract 
By this research work, we know the phytochemical analysis and antibacterial activity of the peel extract of Musa acuminata. 
For this studies, ethanol, methanol and aqueous solvent of extraction are used. This work was done by using ager well 
diffusion method and we know the antibacterial activity of the banana peel extract. Four concentrations are used for this study, 
these are 12.5 mg/ml, 25mg/ml, 50mg/ml, and 100mg/ml. Escherichia coli, Bacillus subtilis, Staphylococcus aureus, 
Klebsiella pneumoniae, Pseudomonas aeruginosa, Salmonella enterititis of these test microorganisms are used in this study 
and by which we know the antibacterial activity of the peel extract of Musa acuminata. To study the phytochemical analysis of 
the peel extract of Musa acuminata, flavonoids, terpenoids, quinines and alkaloids are present in ethanol, methanol and 
aqueous extracts. So, phytochemical screenings are revealed. From the result, we know that banana peels shows the 
antibacterial activity against this test microorganisms. Banana peels extract play a great importance role in public health. The 
yellow banana peel shows a good antibacterial activity against Gram (+) and Gram (-) and replace the synthetic medicine in 
this diseases caused by this bacteria. From the result, we can see that Pseudomonas aeruginosa shows the maximum zone of 
inhibition (31.7±2.0) in the highest concentration of 100 mg/ml concentration. Staphylococcus aureus shows the minimum 
zone of inhibition (25.0±2.0) in 100 mg/ml concentration of ethanol extract. In lowest concentration (12.5 mg /ml), Bacillus 
subtilis shows the maximum zone of inhibition (19.0±2.0) and Staphylococcus aureus shows the minimum zone of inhibition 
(15.5+-2.0) in case of ethanol extract. 
 
Keywords: phytochemicals, antibacterial, Musa acuminata, banana peel 
 
 

Introduction 
Musa acuminate (banana) is a most important food crop in 
our country. It is developed in various countries and grown 
in 122 countries. It is available in our country. Banana peel 
extract contain in many types of vitamin viz -vitamin B6, 
vitamin C, vitamin E and malic acid. Mainly peel is the 
waste part of various fruit. But the banana peel have some 
antibacterial activity. In case of commercial application, 
peels might be due to their unknown benefit. The potential 
application of banana peel depends on it’s chemical 

composition. Fatty acids are present in the banana peel 
extract and it responsible for the antibacterial activity of the 
Musaacuminata. For this study, Escherichia coli, Bacillus 
subtilis, Staphylococcus aureus, Klebsiella pneumoniae, 
Pseudomonas aeruginosa, Salmonella enterititis of this 
bacterial culture are used and to know the antibacterial 
activity. Methanol, ethanol and aqueous solvents are 
used.100 mg/ml, 50mg/ml, 25mg/ml and 12.5mg/ml 
concentration are done in aqueous, ethanol and methanol 
extract and shows the zone of inhibition in each extracts. 

 

 
 

Fig 1: Musa acuminate plant 
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Material and method 
Collection of plant material 
We are selected the fruit Musa acuminata for this study to 
know the antibacterial activity and phytochemical analysis. 
The fruit Musa acuminata was collected from our garden 

beside our home at Kotalpara village. This specimen was 
identified in our Microbiology Department, Champadanga, 
Hooghly. After identified this fruit, peels are collected from 
the banana fruit. 

 

 
 

Fig 2: Musa acuminata peels extract 
 

Preparation of the peel extract 
At first, the collecting peels are washed in well with the hot 
water and cold water. Then it is dried in air. The dried peels 
are grinded in the blender machine. The mixture is collected 
in a closed jar for long storage. 
 
Preparation of aqueous extract 
5g of peels powder is added in the 25 ml of distilled water 
and made aqueous solution. This solution is made in a 
conical flask. The conical flask is bounded with tissue paper 
and rubber band. Then, some pore are done in the surface of 
the tissue paper which that air are passes. The solutions are 
kept in room temperature at 370C for 24 hours. 
 
Preparation of ethanol extract 
5g of peels powder is added in 25 ml of ethanol and made 
ethanol extract. This extract is made in a conical flask. The 
conical flask is bound with tissue paper and rubber band. 
Some pores are done for air passes. Then it is kept in 370C 
room temperature for 24 hours. 
 
Preparation of methanol extract 
5g of peel powder is added in the 25 ml of methanol in a 
conical flask. The conical flask is covered with the tissue 
paper and rubber band. On their surfaces some pore are 
done for air passing. Then this flask is kept in room 
temperature at 370C for 24 hours. 

Collection of test microorganisms 
The test microorganisms are Bacillus subtitles (MTCC-441), 
Staphylococcus aureus (MTCC-737), Klebsiella pneumonia 
(MTCC-432), Pseudomonas aeruginosa (MTCC-424), 
Escherichia coli (MTCC-443), Salmonella enterititis 
(MTCC -98) are collected. Those bacteria are grows on 
Muller Hinton ager and nutrients agar. 
 
Preparation of different concentration 
100 mg/ml, 50mg/ml, 25mg/ml and 12.5mg/ml 
concentration are used for this study.1g of peel mixture is 
measured and it added in 10 ml of DMSO and made 100 
mg/ml concentration. This is called stock solution. For 50 
mg /ml concentration,1 ml stock solution and 1 ml of 
DMSO are taken in a appendops tube.0.50 ml stock solution 
is added in 1.50 ml DMSO and prepare 25 mg/ml 
concentration. For 12.5 mg/ml concentration,0.25 ml stock 
is added with 1.75 ml DMSO. Each concentration are kept 
in a 2ml volume of appendops tube.6 nutrients ager plate are 
prepared and then it is inoculated with bacterial culture.3 
plates are taken for 1 bacterial culture and another 3 plates 
are taken for another bacterial culture. Well are done in each 
ager plate with the borar.100 mg/ml and 12.5 mg/ml 
concentration are marked in two separate inoculated plate 
and given the concentration in the well from the particular 
tube. Another two inoculated plate are taken and then it is 
marked with 50 mg/ml and 25 mg/ml concentration and 
given concentration in the well from the particular tube. So, 
four plates are inoculated and given concentration. DMSO is 
given in another two plate. 
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Fig 3: A. Antibacterial activity of agueous extract on Klebiella pneumoniae b. Antibacterial activity agueous extract on Pseudomonas 
aeruginosa 

 
Result 
Result obtained from this research  

work are summarized in the tables below. 

 
Table 1: Antibacterial activity of the Musa acuminatain different bacteria for aqueous extract in different concentration 

 

Test microorganism 
 

Concentration(mg/ml) 
100 mg/ml 50 mg/ml 25 mg/ml 12.5 mg/ml 

Escherichia Coli 27.25±2.0 22.25±2.0 18.25±2.0 17.25±2.0 
Bacillus Subtilis 28.5±3.0 27.25±2.0 21.25±2.0 18.5±3.0 

Staphylococcus aureus 36.1±3.0 27.4±3.0 23.7±2.0 20.0±2.0 
Klebsiellapneumoniae 32.3±2.0 28.2±3.0 23.0±2.0 19.5±2.0 

Pseudomonas aeruginosa 34.5±2.0 31.7±2.0 26.0±2.0 21.2±3.0 
Salmonella enterotitis 29.0±2.0 26.2±3.0 23.1±2.0 19.4±3.0 

 

 
 

Fig 4
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The antibacterial activity of Musa acuminata shows the 
highest zone of inhibition against Pseudomonas aeruginosa 

and the lowest zone of inhibition against Staphylococcus 
aureus. 

 
Table 2: The antibacterial activity (inhibition zones in cm) of the peel extract of musa acuminate against different bactria for ethanolic 

extract in different concentration 
 

Test microorganism Concentration(mg/ml) 
100 mg/ml 50 mg/ml 25 mg/ml 12.5 mg/ml 

Escherichia Coli 31.6±3.0 27.5±2.0 23.0±2.0 18.2±2.0 
Bacillus Subtilis 33.5±2.0 30.1±2.0 26.4±2.0 21.7±2.0 

Staphylococcus aureus 29.4±2.0 25.7±2.0 21.3±2.0 18.0±2.0 
Klebsiellapneumoniae 32.9±2.0 30.7±3.0 26.1±2.0 21.6±2.0 

Pseudomonas aeruginosa 27.6±2.0 22.4±2.0 20.4±2.0 17.5±2.0 
Salmonella enterititis 30.0±2.0 27.4±3.0 24.5±2.0 18.7±3.0 

 

 
 

Fig 5 
 

Pseudomonas aeruginosa shows the maximum zone of 
inhibition and Escherichi coli shows the minimum zone of  

inhibition. 

 
Table 3: The antibacterial activity (inhibition zones in cm) of the peel extract of musa acuminate against different bactria for methanolic 

extract in different concentration 
 

Test microorganism Concentration(mg/ml) 
100 mg/ml 50 mg/ml 25 mg/ml 12.5 mg/ml 

Escherichia coli 26.1±2.0 22.3±2.0 20.4±2.0 16.6±2.0 
Bacillus Subtilis 29.3±2.0 26.7±2.0 23.4±3.0 19.0±2.0 

Staphylococcus aureus 25.0±2.0 21.2±2.0 18.7±2.0 15.5±2.0 
Klebsiellapneumoniae 29.4±2.0 25.0±2.0 21.5±2.0 16.2±2.0 

Pseudomonas aeruginosa 31.7±2.0 24.5±2.0 20.3±3.0 17.0±2.0 
Salmonella enterititis 28.5±2.0 25.9±3.0 21.4±2.0 18.7±3.0 

 

 
 

Fig 6 
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Pseudomonus aeruginosa shows the maximum zone of 
inhibition (31.7 ±2.0) and Staphylococcus aureus shows the 
minimum zone of inhibition (15.5±2.0). 
 
Discussion  
Banana is cheap fruit and readily available that is consumed 
by different people around the world. Because it have high 
nutritional properties. In recent time, it had been reported 
that this peels are not altogether useless as many of the 
bioactive plant components reside in them. Therefore, the 
project work was done to ascertain the antimicrobial 
efficacy of banana peels against clinical isolates. From the 
phytochemicals analysis of ethanol and aqueous extracts of 
banana peel, we know that flavonoids, terpenoids, quinines 
and alkaloids are present in both ethanol and aqueous 
solvents, and tannins, saponins are absent in both solvents. 
Flavonoids are known as effective antimicrobial substance 
against a wide array of microorganisms. It is synthesized by 
plant in response to microbial attack. Their activity is 
probably due to their ability to react with extracellular and 
soluble proteins and to complex with bacterial cell walls 
leading to the death of the bacteria. Tannins have various 
physiological effects like anti-irritant, antimicrobial and 
antiparasitic effects. Tannins containing plant are used for 
treat nonspecific diarrhoea, inflammation of mouth and 
throat and slightly injured skins. From this research work, 
we are found that which bacteria have a good antibacterial 
activity. We are followed that Staphylococcus aureus is a 
susceptible bacteria species and it’s zones of inhibition is 
36.1+-3 in 100 mg/ml for aqueous extract. So,Lt shows a 
good antibacterial activity in highest concentration for 
aqueous extract. And lowest concentration (12.5 mg/ml) the 
zone of inhibition is 20.0+-2. Pseudomonas aeruginosa and 
Klebsiellapneumoniae is very sensitive in aqueous extract. 
In case of ethanol extract, Bacillus subtilis show a good 
antibacterial activity in highest concentration. So, the range 
of zone inhibition is 33.5+-2.0 in 100 mg/ml concentration. 
Klebsiellapneoniae and Escherichia coli is very sensitive in 
ethanol extract and range of zone of inhibition are 32.9+-2.0 
and 31.6+-3.0 in 100 concentration. In methanolic extract, 
Pseudomonas aeruginosa the range of zone inhibition is 
31.7+-2.0 in 100 mg/ml. So, it shows a good antibacterial 
activity. Bacillus subtilis and Klebsiellapneumoniaeis very 
sensitive in methanol extract. The zone of inhibition are 
29.3+-2.0 and 29.4 +-2.0 in 100 mg/ml. 
 
Phytochemicals estimation 
The peel extract of Musa acuminata were analysed for 
alkanoids, tannins, glycosides, steroids, flavonoids, 
saponins, votatile oil and resins using standard procedures. 
 
Test for Glycosides 
To 1ml of extract was taken, then it is mixed with 2 ml of 
acetic acid and then cooled in an ice bath at 4℃.1ml of 
sulfuric acid is added in drop wise  to this mixture. An 
oillayer formation is seen on top of the solution that is 
indicated the presence of glycosides. 
 
Test for alkaloids 
1ml of 1% HCL was added in 3ml of the extract. Then, the 
mixture is treated with few drop's of Meyer's reagent. If a 
creamy white precipitation is appeared so, we can identified 
the presence of alkaloids. 

Test for saponins 
5 drops of olive oil was mixed in 2 ml of plant extract and 
this mixture shaken vigorously. A stable emulsion is formed 
that indicates the presence of saponins. 
 
Test for tannins 
2 drops of 5% ferric chloride was added in 1 ml of the plant 
extract. A dirty -green precipitate is appeared which 
indicated the presence of tannins. 
 
Test for flavonoids 
To 1 ml of the extract was mixed in 3 drops of ammonia 
solution followed by 0.5 ml of concentrated HCL.A pale 
brown colour is formed in the mixture that indicated the 
presence of flavonoids. 
 
Test for steroids 
1ml of concentrated tetraoxo sulphate (vi) acid was added in 
1ml of the plant extract. A red colouration is formed that 
confirmed the presence of steroids. 
 
Test for Resins 
To 5ml of the extract was added in 5 ml of copper acetate 
solution. The mixture was shaken vigorously and allowed to 
separate. A reddish-brown precipitation is made and it 
indicates the presence of resins. 
 
Table 4: Phytochemical analysis of ethanol and aqueous extracts 

of Musa acuminata peel 
 

Phytochemicals Solvents 
Ethanol Aqueous Methanol 

Flavonoids + + + 
Tannins - - - 

Terpenoids + + + 
Saporins - - + 
Quinines + + - 
Alkaloids + + + 

 
Conclusion 
In case of the ethanolic and aqueous extract of banana peels, 
the antibacterial properties have found to be considerably 
high in this research work. The test organism were highly 
resistant antibiotics and they were found to susceptible in 
the banana peels extract. A yellow banana peels have an 
good antibacterial activity against both gram (+) and gram (-
) and it is also known as good antibacterial agent. We are 
concluded that banana peel have a good anti bacterial 
activity in public health Musa acuminata the wild species of 
banana is a plant of the tropical and subtropical regions. All 
parts of the plant including fruit, peels, leaves, roots are 
used in the treatment of many disease in traditional 
medicine. The pharma cologicable activities of 
musaacuminata include antioxidant, antidiabetic, anticancer 
and antimicrobial especially anti-HIV activity. From 
phytochemicals study, we can know the traditional use of 
different parts of musaacuminata in various diseases. 
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Seasonal impact on the relationship between land surface
temperature and normalized difference vegetation index
in an urban landscape

Subhanil Guha and Himanshu Govil

Department of Applied Geology, National Institute of Technology Raipur, Chhattisgarh, India

ABSTRACT
The present study assesses the seasonal variation of land surface
temperature (LST) and the relationship between LST and normal-
ized difference vegetation index (NDVI) on different types of land
use/land cover (LULC) in Raipur City of India using 119 Landsat
images of pre-monsoon, monsoon, post-monsoon and winter sea-
sons from 1988 to 2019. The results show that the highest LST is
found in the bare lands and built-up areas, whereas the lowest LST
is observed in the green vegetation. The LST-NDVI correlation is
strong negative in the monsoon (�0.51) and post-
monsoon (�0.50) seasons, moderate negative (�0.46) in the pre-
monsoon season and weak negative (�0.24) in the winter season.
The different LULC types largely influence the nature and strength
of the LST-NDVI correlation. The correlation is strong negative
(�0.60) on green vegetation, moderate negative (�0.35) on the
built-up area and bare land and nonlinear on the water bodies.
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1. Introduction

Thermal infrared (TIR) remote sensing has a huge impact on the land use/land cover
(LULC) study in any natural or man-induced environment along with the visible and
near-infrared (VNIR) and shortwave infrared (SWIR) remote sensing (Chen et al. 2006;
Guha and Govil 2019; Alexander 2020). Land surface temperature (LST) is a major factor
to assess the biogeochemical actions in the formation of land surface materials (Hao et al.
2016; Majumder et al. 2020). LST varies with the changes of tone, texture, pattern and
association of the LULC types in any region (Hou et al. 2010). Generally, vegetation and
water reduce the effect of LST, whereas a built-up area and bare earth surface enhance
the effect of LST (Guha et al. 2018, 2019). Thus, a proper ecological planning and man-
agement system needs a sound knowledge and conception about LST and its relationship
with various types of LULC (Li et al. 2017; Guha, Govil and Besoya 2020). Urban heat
island and urban hot spots are a very common term in an urban environment and are
indicated by the zone of very high LST inside the urban bodies (Guha et al. 2017). The
most used spectral index in LST derivation is normalized difference vegetation index
(NDVI) which is used in extracting green vegetation (Smith and Choudhury 1990; Yuan
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et al. 2017; Guha, Govil, Dey, et al. 2020; Guha, Govil, Gill, et al. 2020). NDVI is directly
used in the determination of land surface emissivity and thus is a significant factor for
LST estimation (Carlson and Ripley 1997; Sobrino et al. 2004). The nature of LST-NDVI
relationship is mainly inverse and it is regulated by several factors, such as dry or wet
vegetation, the greenness of vegetation, air pollution, the moisture content in the air, het-
erogeneous man-made materials, dry or wet soil, etc. (Zhou et al. 2011; Qu et al. 2014).

Currently, the LST-NDVI relationship was constructed using TIR remote sensing tech-
nology (Li et al. 2016; Wen et al. 2017). LST-NDVI relationship was applied in most of
the thermal remote sensing studies those were conducted with temporal discrete data sets
on the urban environment, e.g. Shanghai (Yue et al. 2007), Bangkok (Estoque et al. 2017),
Melbourne (Jamei et al. 2019), Shiraz (Fatemi and Narangifard 2019), Raipur (Guha and
Govil 2020). In Monte Hermoso of Argentina, the LST-NDVI correlation was analyzed
for urban planning (Ferrelli et al. 2018). Fewer studies are available on the long-term sea-
sonal correlation among LST, NDVI and LULC in a tropical city. Thus, it is necessary to
explore the seasonal LST-NDVI relationship in a tropical city.

A reverse relationship is built between LST and the concentration of green vegetation
(Voogt and Oke 2003). Thus, NDVI is used as an important factor for determining LST
in most of the LST retrieval methods (Gutman and Ignatov 1998; Goward et al. 2002;
Govil et al. 2019; Govil et al. 2020a, 2020b; Guha and Govil 2020).

There are so many valuable research articles found on LST-NDVI relationships were
conducted mainly in the Chinese landscape (Yao et al. 2017, 2018, Qu et al. 2018; Cui,
Wang, Qu, Singh, Lai, Jiang, et al. 2019; Cui, Wang, Qu, Singh, Lai, Yao, et al. 2019; Gui
et al. 2019; Yao et al. 2019; Qu et al. 2020; Yuan et al. 2020). Although some recent studies
successfully analyzed the LST-NDVI correlation in some tropical Indian cities (Kumar and
Shekhar 2015; Mathew et al. 2017; Singh et al. 2017; Mathew et al. 2018; Sannigrahi et al.
2018; Guha, Govil, Dey, et al. 2020; Guha, Govil and Diwan 2020; Guha, Govil, Gill, et al.
2020), the seasonal correlation analysis of LST and NDVI is rare. The variation of weather
elements due to the seasonal changes has a great impact on the nature and strength of
LST-NDVI correlation. Thus, to determine the characteristic features of seasonal variation
of LST-NDVI correlation the Raipur City of India was selected as the location of this
humid tropical city is not under any kind of severe climatic condition. Generally, the LST-
NDVI correlation is negative on the tropical cities of similar environmental conditions of
Raipur. But, the strength of the LST-NDVI relationship can change temporally, seasonally
and spatially. The relationship is changed with time as the land surface materials change
with time. The relationship also depends on the LULC types as vegetation, soil, water, or
built-up area change the values of NDVI as well as LST. Different seasons also play a sig-
nificant role in the LST-NDVI relationship as the growth of vegetation and increase of LST
primarily depend on seasonal change. But, no specific conclusion can draw about the LST-
NDVI correlation by using a small number of remotely sensed data or within a short dur-
ation of research. A strong conclusion on the LST-NDVI relationship can be drawn only
after the analyses of the multi-temporal and multi-seasonal datasets. Thus, large Landsat
datasets are necessary to obtain a reliable result on this relationship. The present study was
an attempt to find the stable seasonal relationship between LST and NDVI by analyzing a
large dataset of Landsat sensor for more than 30 years in a rapidly growing urban area for
future environmental planning and management. The purpose of the study is to analyze the
effect of different seasons and various LULC categories on estimated LST and LST-NDVI
correlation.
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2. Study area and data

Figure 1 shows the present study area (Raipur City of India) including map of India
(Figure 1(a)), map of Chhattisgarh (Figure 1(b)), the false colour composite (FCC) image
of the city (Figure 1(c)) and the contour map of the city (Figure 1(d)). Raipur is the most
populous and the largest city of Chhattisgarh State of India. It is considered as one of the
fastest-growing smart cities in India. The city extends from 21�11022ʺN to 21�20002ʺN
and from 81�32020ʺE to 81�41050ʺE with an average elevation of 219–322m. The total
area of the city is 165 km2 (approximately).

The area is under a tropical wet and dry climate with four typical seasons, i.e. pre-
monsoon, monsoon, post-monsoon and winter (Source: India Meteorological Department
(IMD)). A 30 years climatic data has been provided in Table 1 (Source: IMD). Pre-
monsoon season extends from March to May. At that time weather conditions remain
hot and dry. June to September (rainy months) is significantly considered under the mon-
soon season. The post-monsoon months (October and November) are characterized by

Figure 1. Location of Raipur City: (a) India, (b) Chhattisgarh, (c) FCC image of Raipur City, (d) Contour map of
Raipur City.
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low pollution, moderate temperature, and moisture content in plants and air, and a high
percentage of green plants. In the winter season, cool and dry weather condition prevails
in the city (Govil et al. 2019; Guha and Govil 2020). There are too many small patches of
soil formed in the study area e.g. red sandy soil, Shallow black soil, red and yellow loamy
soil, laterite soil, etc. The trees found in the study area are mostly tropical mixed decidu-
ous types like bamboo, sal, teak, mahua, tendu, haura, etc. The total population of Raipur
is 1,010,433 in which 518,611 are male and 491,822 are female (Source: Census of India
2011). The city has a widely diverse population that migrated from the different parts of
the country. In the industrial sectors, the city achieves an exponential growth rate over
recent years. Some basic and heavy industries (iron and steel, engineering and automo-
bile) industries are developed along the periphery of the city. Some initial steps of social
forestry are also being practiced along with the roadside and residential colonies that con-
trol the effect of LST in a certain range. There is also some government and private tree
planting projects have been started to make the city green and less polluted.

A total of 119 Landsat satellite data of different sensors from 1988 to 2019 were selected
and freely collected from the United States Geological Survey (USGS) Data Centre. These
satellite images were taken between 10th and 25th day of each and every month to obtain
the minimum range of deviation in LST values. Moreover, only a single data can obtain
between 10th and 25th day of any month due to the 16days temporal resolution of Landsat
satellite sensors. Landsat 8 Operation Land Imager (OLI) and Thermal Infrared Sensor
(TIRS) dataset have two TIR bands (bands 10 and 11). The TIR band 10 data (100m reso-
lution) was recommended for the present study due to better-calibrated certainty (Barsi
et al. 2014). The TIR band of OLI/TIRS, TM and ETMþ data were resampled to 30m �
30m pixel size by the USGS Data Centre using cubic convolution method.

3. Methodology

NDVI calculation needs NIR and red bands, generation, while LST derivation needs red, NIR
and TIR bands. In this study, the derived LST and NDVI of same season and same year were
combined, e.g. the TM data of 21 March 2004, 22 April 2004 and 24 May 2004 – these three
images were combined to obtain the final product of pre-monsoon image for 2004. If there
was only one image found for a single season of a particular year, only this particular image
was selected as the representative of the corresponding season of this particular year. Following
these steps, all the combined images for four particular seasons of different years were gener-
ated. The following methods have been applied to perform the entire research work.

3.1. Image pre-processing

The following steps are used for the atmospheric correction of Landsat data:

Table 1. Climate data for Raipur City (1981–2012) (Source: IMD).

Weather elements January February March April May June July August September October November December

Maximum temp (�C) 31.5 34.8 39.8 43.2 45.2 44.4 36.1 33.7 34.4 37.7 32.5 30.8
Minimum temp (�C) 8.6 11.3 15.7 19.7 22.2 21.6 21.2 21.7 21.3 16.8 11.6 8.9
Mean temp (�C) 20.7 23.4 28.9 32.3 34.7 31.7 27.8 27.2 27.8 27.6 23.1 20.3
Mean monthly

rainfall (mm)
13.7 13.4 11.9 8.9 30.3 221.1 326.9 299.9 200.5 50.4 9.8 6.6

Average relative
humidity (%)

47 35 28 22 27 52 76 79 73 59 51 49
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i. Conversion of digital number (DN) into spectral reflectance:

qk ¼ MqXQcalþ Aq ðaÞ
where qk is the spectral reflectance at top-of-atmosphere (TOA) without correction for
solar angle (Unit less), Qcal is the level-1 pixel value in DN, Mq is the reflectance multi-
plicative scaling factor for the VNIR and SWIR bands, Aq is the reflectance additive scal-
ing factor for the VNIR and SWIR bands.

i. Correction of spectral reflectance at top-of-atmosphere (qk) with local sun elevation
angle (hs):

q0k ¼ qk= sin hsð Þ ðbÞ
For TIR bands of Landsat data, a similar calibration equation is used:

Lk ¼ MLXQcalþ AL ðcÞ
where Lk is the spectral radiance at TOA, Qcal is the level-1 pixel value in DN, ML is the
radiance multiplicative scaling factor for the TIR bands and AL is the radiance additive
scaling factor for the TIR bands.

3.2. Retrieving LST from the TIR bands of Landsat TM, ETMþand OLI/TIRS data

In this study, LST was retrieved by using the mono-window algorithm (Qin et al. 2001).
The entire methodology requires the following equations. Equation (1) is used to convert
the digital number (DN) of TIR band to spectral radiance (Markham and Barker 1985):

Lk ¼ 0:0003342 � DN þ 0:1 (1a)

Lk ¼ 0:067087 � DN�0:06709 (1b)

Lk ¼ 0:055375 � DN þ 1:18243 (1c)

where Lk is the spectral radiance in W m�2 sr�1 mm�1. Equations (1a), (1b) and (1c)
were applied for Landsat 8 OLI/TIRS, Landsat 7 ETMþ and Landsat 5 TM data,
respectively.

Equation (2) is used to convert the spectral radiance to at-sensor brightness tempera-
ture (Wukelic et al. 1989; Chen et al. 2006):

Tb ¼
K2

ln K1
Lk
þ 1

� � (2)

where Tb is the at-sensor brightness temperature (Kelvin); K2 and K1 are calibration con-
stants. The land surface emissivitye, is estimated using the NDVI thresholds method
(Sobrino et al. 2001, 2004). The fractional vegetation Fv, of each pixel, is determined
from the NDVI using the following equation (Carlson and Ripley 1997):

Fv ¼
NDVI�NDVImin

NDVImax � NDVImin

� �2

(3)

where NDVImin is the minimum value (0.2) of NDVI for bare soil pixel and NDVImax is
the maximum value (0.5) of NDVI for healthy vegetation pixel.

de is the geometric distribution effect for the natural surface and internal reflection.
The value of de may be 2% for mixed and elevated land surfaces (Sobrino et al. 2004).

de ¼ ð1�esÞð1�FvÞFev (4)
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where es is soil emissivity; Fv is fractional vegetation; F is a shape factor (0.55) (Sobrino
et al. 2004); ev is vegetation emissivity.

e ¼ evFv þ esð1�FvÞ þ de (5)

where e is land surface emissivity. The value of e is determined by the following equation
(Sobrino et al. 2004):

e ¼ 0:004� Fv þ 0:986 (6)

Water vapour content is determined by the following equation (Yang and Qiu 1996; Li
2006):

w ¼ 0:0981� 10� 0:6108� exp
17:27� ðT0�273:15Þ
237:3þ ðT0 � 273:15Þ

� �
� RH

� �
þ 0:1697 (7)

where w is water vapour content (g/cm2); T0 is near-surface air temperature (Kelvin); RH
is relative humidity (%). These parameters of the atmospheric profile are obtained from
the Meteorological Centre, Raipur. Atmospheric transmittance is determined for Raipur
City using the following equation (Qin et al. 2001; Sun et al. 2010):

s ¼ 1:031412�0:11536w (8)

where s is the total atmospheric transmittance.
Raipur City is located in the tropical region. Thus, the following equation has been

applied to compute the effective mean atmospheric transmittance of Raipur (Qin et al.
2001; Sun et al. 2010):

Ta ¼ 17:9769þ 0:91715T0 (9)

LST is retrieved from TM, ETMþ and OLI/TIRS satellite data by using the following
equations (Qin et al. 2001):

Ts ¼
a 1� C � Dð Þ þ b 1� C � Dð Þ þ C þ Dð ÞTb � DTa½ �

C
(10)

C ¼ es (11)

D ¼ 1� sð Þ 1þ 1� eð Þs½ � (12)

where Ta is mean atmospheric temperature; Ts is LST; a ¼ �67:355351, b ¼ 0:458606:

3.3. Extraction of different types of LULC by using NDVI

Various land surface biogeochemical controlling factors are used in determining various
land surface features (Chen et al. 2006). NDVI is a vegetation index which is frequently
used in LULC and LST related studies (Tucker 1979; Purevdorj et al. 1998; Mondal et al.
2011; Ke et al. 2015) as it clearly distinguishes healthy vegetation from dead vegetation
based on the chlorophyll content present in the plants. The lower and the upper limits of
NDVI are �1 and þ1, respectively. Generally, the positive value of NDVI indicates green
vegetation. NDVI > 0.5 shows dense coverage of green and healthy vegetation. NDVI is
also used to extract other LULC types, e.g. water bodies, built-up areas and bare lands
(Chen et al. 2006). Generally, the post-monsoon images decrease the level of air pollution
and these images also increase the greenness of an area. Thus, the post-monsoon images
are generally considered for LULC mapping. LULC maps were generated by the threshold
values of NDVI (Chen et al. 2006). NDVI > 0.2 indicates green plants, whereas NDVI <
0 reflects water bodies. The intermediate values (0–0.2) of NDVI indicate the bare soil or
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built-up area. In this study, suitable threshold limits (Chen et al. 2006) were used to iden-
tify different categories of LULC, and the results were validated by the maximum likeli-
hood classification.

4. Results and discussion

This section focuses on the spatiotemporal and seasonal variation of LST distribution and
the LST-NDVI relationship. To achieve this aim, the results are given in four main sub-
sections including (i) accuracy assessment for LULC classification; (ii) spatiotemporal
change of LULC types; (iii) spatiotemporal and seasonal variation in LST distribution;
and (iv) seasonal variation on LST-NDVI relationship.

4.1. Accuracy assessment for LULC classification

As mentioned above, the NDVI threshold-based LULC classification map of Raipur City
was validated by maximum likelihood classification algorithm. The extracted LULC data
using the NDVI threshold method is used as the reference data. The overall accuracy of
the seven-year LULC classification was 91.11%, 95.56%, 88.89%, 94.44%, 91.11%, 88.89%
and 94.44% in 1988, 1993, 1999, 2004, 2009, 2014 and 2019, respectively. The kappa coef-
ficient for the seven-year classification was 0.86, 0.93, 0.80, 0.90, 0.85, 0.78 and 0.88 in
1988, 1993, 1999, 2004, 2009, 2014 and 2019, respectively. The kappa coefficient value of
more than 0.75 indicates that the classification data and the reference data are compatible
with each other (Nigatu et al. 2014). In the present study, the average overall accuracy
and average kappa coefficient for seven different years are 92.06% and 0.86, respectively.
Thus, the NDVI threshold method based LULC classification is significantly validated by
the maximum likelihood classification method.

4.2. Spatiotemporal change of LULC types

The total area under different LULC categories has been shown in Table 2. Water bodies
were decreased at an alarming rate (58% during the entire time) than green vegetation.
Green vegetation was also decreased in a very significant amount (80.10 km2) from 1988
to 2019. On the other hand, the built-up area and bare land were increased at a very high
rate (81.77 km2 in 32 years) due to rapid land conversion.

In 1988, built-up areas and bare lands were mostly found in the middle part of the
Raipur City. The northwest portion of the city was rapidly urbanized between 1988 and
2004 due to the conversion of urban vegetation into the built-up area. After 2004, the green
areas were reduced at an alarming rate due to the large conversion of vegetation into the
built-up area. Only the eastern and the south-western parts are covered by urban vegetation.

Table 2. Total area (km2) under different types of LULC in Raipur City from 1988 to 2019.

Date of acquisition Green vegetation Built-up area and bare land Water bodies

19-October-1988 143.28 18.16 2.79
18-November-1993 131.62 30.33 2.28
11-November-1999 117.75 44.59 1.89
15-October-2004 112.41 49.68 2.14
13-October-2009 90.69 71.59 1.95
12-November-2014 81.63 81.28 1.32
10-November-2019 63.18 99.93 1.12
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Steady and significant growth of the built-up area and bare land was noticed inside the
city area during the full period of the study (12.17 km2 between 1988 and 1993, 14.26 km2

between 1993 and 1999, 5.09 km2 between 1999 and 2004, 21.91 km2 between 2004 and
2009, 9.69 km2 between 2009 and 2014 and 18.65 km2 between 2014 and 2019). On the
other hand, the gradual decay of urban vegetation was also noticed during the study
(11.66 km2 between 1988 and 1993, 13.87 km2 between 1993 and 1999, 5.34 km2 between
1999 and 2004, 21.72 km2 between 2004 and 2009, 9.06 km2 between 2009 and 2014 and
18.45 km2 between 2014 and 2019).

4.3. Spatiotemporal and seasonal variation in LST distribution

Table 3 shows a clear observation of seasonal change in the mean LST values. In this
table, the mean LST of each image is shown. The mean LST of every month was also
determined. Each month was categorized under a separate season. In this way, the mean
LST for four different seasons were presented. The mean LST of pre-monsoon season for
the whole period was estimated from the mean LST values of March (13 data), April (11
data) and May (17 data). Following the same procedure, the mean LST of monsoon, post-
monsoon and winter seasons were also determined. Four multi-date images each from
June and September were used to determine the mean LST of the monsoon season. The
mean LST of post-monsoon was estimated by using the mean LST of 28 satellite data (13
from October and 15 from November). A total of 42 (11 from January, 15 from February
and 16 from December) Landsat satellite data were used to quantify the mean LST of the
winter season. The lowest mean LST (24.83 �C) and the highest mean LST (35.90 �C) was
found in the winter and pre-monsoon seasons, respectively. The mean LST of monsoon
and post-monsoon season was 30.87 �C and 26.48 �C, respectively. The highest and the
lowest mean LST was noticed in April (38.79 �C) and January (23.01 �C), respectively. The
mean LST was increased from 1988 to 2019.

The pre-monsoon season (Figure 2) reflects the highest mean LST during the study
period followed by monsoon (Figure 3), post-monsoon (Figure 4) and winter (Figure 5)
season. The northwest and southeast parts of the city (mainly built-up area and bare
land) experience high LST. The area with high LST values corresponds to the area with
low NDVI and vice-versa.

It is seen from Figure 2 that >90% area of the city was above 32 �C mean LST in the
pre-monsoon season of 1992, 2001–02, 2004–05, 2008–11, 2013, 2016–17 and 2019. In the
monsoon season of 2005, 2006 and 2009 have mean LST values more than the earlier or
later years (Figure 3). The scenario was completely different in the post-monsoon (Figure
4) and winter season (Figure 5), where <10% area of the city was above 32 �C LST.
Figure 6(a–c) presents the seasonal variation of LST distribution based on monthly and
annual LST estimation. April (38.79 �C mean LST), May (36.65 �C mean LST), June
(34.56 �C mean LST) and March (32.11 �C mean LST) – these four months have an aver-
age value of >30 �C mean LST throughout the entire period of study. February (27.88 �C
mean LST), October (27.23 �C mean LST), September (27.18 �C mean LST) and
November (25.83 �C mean LST) – these four months have an average value of 25–28 �C
mean LST throughout the entire time. Only December (23.76 �C mean LST) and January
(23.01 �C mean LST) months have an average value of <24 �C mean LST for the entire
period. The highest average LST from 1988 to 2019 was found in the pre-monsoon sea-
son, followed by the monsoon, post-monsoon and winter season.
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Table 3. Temporal and seasonal variation of mean LST from 1988 to 2019.

March LST (�C) April LST (�C) May LST (�C)

1989-Mar-12 28.14 1990-Apr-16 40.87 1991-May-21 36.63
1990-Mar-15 30.96 1992-Apr-21 41.19 2002-May-11 40.92
1991-Mar-18 29.50 1995-Apr-14 34.63 2004-May-24 40.74
1992-Mar-20 32.84 2001-Apr-22 41.34 2005-May-11 38.72
2003-Mar-11 29.49 2002-Apr-25 38.85 2006-May-14 28.43
2004-Mar-21 36.48 2003-Apr-12 31.28 2007-May-17 36.20
2007-Mar-14 27.57 2004-Apr-22 36.80 2008-May-19 38.36
2009-Mar-19 33.79 2009-Apr-20 39.74 2009-May-22 33.20
2014-Mar-17 31.68 2010-Apr-23 40.63 2010-May-25 36.11
2015-Mar-20 32.83 2016-Apr-23 42.97 2011-May-12 39.80
2016-Mar-22 37.00 2017-Apr-10 38.37 2013-May-17 40.28
2017-Mar-25 37.06 Mean 38.79 2014-May-20 34.91
2018-Mar-12 30.09 2015-May-23 36.42
Mean 32.11 2016-May-25 37.22

2017-May-12 33.33
2018-May-15 31.42
2019-May-18 40.21
Mean 36.64

Mean LST value of pre-monsoon season is 35.90 �C
June LST (�C) September LST (�C)
2005-Jun-12 38.66 1996-Sep-23 24.09
2006-Jun-15 35.43 2001-Sep-21 26.13
2009-Jun-23 33.05 2002-Sep-16 28.81
2018-Jun-16 31.08 2014-Sep-25 29.67
Mean 34.56 Mean 27.18
Mean LST value of monsoon season is 30.87 �C
October LST (�C) November LST (�C)
1988-Oct-19 28.86 1988-Nov-20 24.27
1991-Oct-12 24.98 1989-Nov-23 25.16
1992-Oct-14 24.61 1991-Nov-13 23.64
1996-Oct-25 22.56 1993-Nov-18 24.47
2001-Oct-15 30.12 1996-Nov-10 23.15
2001-Oct-23 26.85 1999-Nov-11 29.16
2004-Oct-15 27.56 2004-Nov-16 28.45
2006-Oct-21 26.30 2005-Nov-19 26.72
2009-Oct-13 27.10 2006-Nov-22 26.40
2011-Oct-19 28.30 2008-Nov-11 27.38
2015-Oct-14 27.61 2013-Nov-25 26.09
2016-Oct-16 30.02 2014-Nov-12 23.47
2018-Oct-22 29.01 2016-Nov-17 27.18
Mean 27.22 2017-Nov-20 26.28

2019-Nov-10 25.60
Mean 25.83

Mean LST value of post-monsoon season is 26.48 �C
January LST (�C) February LST (�C) December LST (�C)
1988-Jan-21 24.52 1989-Feb-24 28.31 1988-Dec-22 23.96
1990-Jan-10 24.42 1990-Feb-11 25.26 1992-Dec-17 22.34
1992-Jan-16 21.33 1991-Feb-14 23.98 1994-Dec-23 18.55
1993-Jan-18 23.41 1992-Feb-17 25.30 1995-Dec-10 21.49
1996-Jan-27 22.08 1993-Feb-19 28.42 2000-Dec-15 26.81
2005-Jan-19 22.08 2002-Feb-20 30.39 2002-Dec-21 27.09
2007-Jan-25 26.37 2004-Feb-18 26.64 2004-Dec-18 25.76
2009-Jan-14 17.15 2006-Feb-23 32.95 2006-Dec-24 23.35
2011-Jan-20 23.03 2009-Feb-15 31.01 2008-Dec-13 25.71
2015-Jan-15 23.49 2010-Feb-18 22.67 2009-Dec-16 23.59
2018-Jan-23 25.26 2015-Feb-16 29.75 2010-Dec-19 22.31
Mean 23.01 2016-Feb-19 24.60 2013-Dec-11 24.62

2017-Feb-21 32.45 2016-Dec-19 24.60
2018-Feb-24 31.05 2017-Dec-22 24.02
2019-Feb-11 25.37 2018-Dec-25 21.17
Mean 27.88 2019-Dec-12 24.74

Mean 23.76
Mean LST value of winter season is 24.83 �C
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Figure 2. LST maps in pre-monsoon season: (a) 1989, (b) 1990, (c) 1991, (d) 1992, (e) 1995, (f) 2001, (g) 2002, (h)
2003, (i) 2004, (j) 2005, (k) 2006, (l) 2007, (m) 2008, (n) 2009, (o) 2010, (p) 2011, (q) 2013, (r) 2014, (s) 2015, (t) 2016,
(u) 2017, (v) 2018, (w) 2019.
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4.4. Temporal and seasonal change in mean LST (�C) on different types of LULC

Generally, the land of the study area was mainly converted into the built-up area or bare
land from the other types of LULC, e.g. vegetation or water bodies. The percentage of the
built-up area and bare land was increased, whereas vegetation and water bodies were
decreased significantly. Land conversion has a great impact on the seasonal change of
mean LST of the city. Figure 7 presents a clear picture of the changing pattern of mean
LST from 1988 to 2019. There was a significant change in LST observed in the converted
LULC types (Table 4). The mean LST of the converted built-up area from the other land
was increased (16.12 �C in the pre-monsoon season, 8.44 �C in monsoon season, 4.59 �C
in post-monsoon season and 1.32 �C in winter season).

A moderate change in mean LST was also noticed in the unchanged LULC types. The
unchanged built-up area and bare land have witnessed an increase in mean LST during
the entire time (7.29 �C in the pre-monsoon season, 5.92 �C in monsoon season, 3.03 �C
in post-monsoon season and 1.07 �C in winter season). The mean LST was also increased
(7.47 �C in the pre-monsoon season, 5.79 �C in monsoon season, 3.25 �C in post-monsoon
season and 0.93 �C in winter season) in the unchanged green vegetation during the
period. An increase in mean LST was also found in the water bodies (6.36 �C in the pre-
monsoon season, 5.80 �C in monsoon season, 2.78 �C in post-monsoon season and
0.91 �C in winter season). Hence, the results significantly indicate the trend of climate
change. The maximum increase in mean LST for any type of LULC was noticed during
the second (1993–1999) and third (1999–2004) phases of the entire time.

In Raipur, the high LST zones are mainly centralized in the northwest and southeast
sectors. The northwest sector (Urla Industrial Complex, Birgaon, etc.) is a bare land
where a group of factories and power plants are located along the Birgaon Main Road,
Urla Road and Ring Road Number 2. Some of the well-known industrial factories are
Maa Kudargarhi Steel, Akash Ispat Pvt. Ltd., Sambhav Warehouse, Jyoti Structures Ltd.,
Ganpati Ispat Pvt., Sheela Steel and Furnitures, Mahamaya Steel Industries Ltd., Balaji
Corrugating Industries, Chhattisgarh Steel Products, Harshad Thermit Industries Pvt.

Figure 3. LST maps in monsoon season: (a) 1996, (b) 2001, (c) 2002, (d) 2005, (e) 2006, (f) 2009, (g) 2014, (h) 2018.

GEOCARTO INTERNATIONAL 11



Figure 4. LST maps in post-monsoon season: (a) 1988, (b) 1989, (c) 1991, (d) 1992, (e) 1993, (f) 1996, (g) 1999, (h)
2001, (i) 2004, (j) 2005, (k) 2006, (l) 2008, (m) 2009, (n) 2011, (o) 2013, (p) 2014, (q) 2015, (r) 2016, (s) 2017, (t) 2018),
(u) 2019.
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Figure 5. LST maps in winter season: (a) 1988, (b) 1989, (c) 1990, (d) 1991, (e) 1992, (f) 1993, (g) 1994, (h) 1995, (i)
1996, (j) 2000, (k) 2002, (l) 2004, (m) 2005, (n) 2006, (o) 2007, (p) 2008, (q) 2009, (r) 2010, (s) 2011, (t) 2013), (u)
2015, (v) 2016, (w) 2017, (x) 2018, (y) 2019.
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Figure 7. Change in mean LST on different types of LULC between 1988 and 2019.

Figure 6. Variation of LST distribution (1988–2019): (a) monthly distribution, (b) overall seasonal distribution, (c) yearly
seasonal distribution.

Table 4. Seasonal variation in mean LST (�C) for different LULC during the study.

Unchanged
green vegetation

Unchanged
water bodies

Unchanged built-up
area and bare land

Other land changed
into built-up area

Pre-monsoon 7.47 6.36 7.29 16.12
Monsoon 5.79 5.80 5.92 8.44
Post-monsoon 3.25 2.78 3.03 4.59
Winter 0.93 0.91 1.07 1.32
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Table 5. Seasonal variation of LST-NDVI correlation coefficient from1988 to 2019 (significant at 0.05 level).

March LST (�C) April LST (�C) May LST (�C)

1989-Mar-12 �0.43 1990-Apr-16 �0.52 1991-May-21 �0.43
1990-Mar-15 �0.43 1992-Apr-21 �0.53 2002-May-11 �0.56
1991-Mar-18 �0.40 1995-Apr-14 �0.38 2004-May-24 �0.46
1992-Mar-20 �0.40 2001-Apr-22 �0.65 2005-May-11 �0.54
2003-Mar-11 �0.41 2002-Apr-25 �0.57 2006-May-14 �0.46
2004-Mar-21 �0.49 2003-Apr-12 �0.39 2007-May-17 �0.33
2007-Mar-14 �0.38 2004-Apr-22 �0.51 2008-May-19 �0.48
2009-Mar-19 �0.54 2009-Apr-20 �0.56 2009-May-22 �0.44
2014-Mar-17 �0.42 2010-Apr-23 �0.52 2010-May-25 �0.47
2015-Mar-20 �0.36 2016-Apr-23 �0.46 2011-May-12 �0.56
2016-Mar-22 �0.40 2017-Apr-10 �0.51 2013-May-17 �0.43
2017-Mar-25 �0.43 Mean �0.51 2014-May-20 �0.41
2018-Mar-12 �0.37 2015-May-23 �0.34
Mean �0.40 2016-May-25 �0.38

2017-May-12 �0.29
2018-May-15 �0.45
2019-May-18 �0.43
Mean �0.44

Mean LST-NDVI correlation coefficient value of pre-monsoon season is �0.46
June LST (�C) September LST (�C)
2005-Jun-12 �0.51 1996-Sep-23 �0.54
2006-Jun-15 �0.46 2001-Sep-21 �0.58
2009-Jun-23 �0.42 2002-Sep-16 �0.56
2018-Jun-16 �0.46 2014-Sep-25 �0.53
Mean �0.47 Mean �0.55
Mean LST-NDVI correlation coefficient value of monsoon season is �0.51
October LST (�C) November LST (� )
1988-Oct-19 �0.69 1988-Nov-20 �0.41
1991-Oct-12 �0.63 1989-Nov-23 �0.29
1992-Oct-14 �0.68 1991-Nov-13 �0.38
1996-Oct-25 �0.64 1993-Nov-18 �0.19
2001-Oct-15 �0.66 1996-Nov-10 �0.40
2001-Oct-23 �0.58 1999-Nov-11 �0.48
2004-Oct-15 �0.63 2004-Nov-16 �0.35
2006-Oct-21 �0.51 2005-Nov-19 �0.31
2009-Oct-13 �0.64 2006-Nov-22 �0.23
2011-Oct-19 �0.63 2008-Nov-11 �0.41
2015-Oct-14 �0.61 2013-Nov-25 �0.44
2016-Oct-16 �0.53 2014-Nov-12 �0.52
2018-Oct-22 �0.63 2016-Nov-17 �0.44
Mean �0.62 2017-Nov-20 �0.45

2019-Nov-10 �0.59
Mean �0.39

Mean LST-NDVI correlation coefficient value of post-monsoon season is �0.50
January LST (�C) February LST (�C) December LST (�C)
1988-Jan-21 �0.31 1989-Feb-24 �0.39 1988-Dec-22 �0.20
1990-Jan-10 �0.36 1990-Feb-11 �0.38 1992-Dec-17 �0.15
1992-Jan-16 �0.35 1991-Feb-14 �0.12 1994-Dec-23 �0.24
1993-Jan-18 �0.38 1992-Feb-17 �0.29 1995-Dec-10 �0.09
1996-Jan-27 �0.30 1993-Feb-19 �0.37 2000-Dec-15 �0.18
2005-Jan-19 �0.21 2002-Feb-20 �0.44 2002-Dec-21 �0.29
2007-Jan-25 �0.21 2004-Feb-18 �0.30 2004-Dec-18 �0.10
2009-Jan-14 �0.25 2006-Feb-23 �0.31 2006-Dec-24 �0.23
2011-Jan-20 �0.18 2009-Feb-15 �0.36 2008-Dec-13 �0.12
2015-Jan-15 �0.27 2010-Feb-18 �0.24 2009-Dec-16 �0.20
2018-Jan-23 �0.15 2015-Feb-16 �0.16 2010-Dec-19 �0.24
Mean �0.24 2016-Feb-19 �0.21 2013-Dec-11 �0.19

2017-Feb-21 �0.30 2016-Dec-19 �0.21
2018-Feb-24 �0.28 2017-Dec-22 �0.30
2019-Feb-11 �0.21 2018-Dec-25 �0.22
Mean �0.29 2019-Dec-12 �0.40

Mean �0.21
Mean LST-NDVI correlation coefficient value of winter season is �0.24
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Ltd., Roger Power Technologies Ltd., Vinayak Ispat Udyog, etc. The satellite image always
reflects a very dark tone when it passes over the northwest industrial sector of Raipur due
to the presence of concentrated industrial smoke. The smoke causes severe air pollution
and affects the surrounding areas. LST remains high in this particular industrial belt due
to the presence of metal roof and concrete structure. The southeast sector also suffers
from high LST values due to its dryness and bareness. In this part of city very little
shadow effect is observed due to the low density of high-rise buildings.

4.5. Seasonal variation on LST-NDVI relationship

Table 5 and Figure 8(a–c) represent a generalized view of the overall seasonal variation of
LST-NDVI relationships for the whole study area based on the monthly and annual cor-
relation analysis. The relationship is negative, irrespective of any season. A two-tailed test
at 0.05 significance level was perform to determine the Pearson’s linear correlation coeffi-
cient between LST and NDVI at different circumstances. October (�0.62), September
(�0.55) and April (�0.51) months build a strong negative correlation. June (�0.47), May
(�0.44), March (�0.44) and November (�0.39) months have a moderate negative correl-
ation. A weak negative correlation was found in February (�0.29), January (�0.24) and
December (�0.21) months. Overall it can be said that in the winter season, the average
LST-NDVI correlation is weak negative (�0.24). The pre-monsoon season has a moderate
negative correlation (�0.46). In monsoon (�0.51) and post-monsoon (�0.50) seasons, the
average LST-NDVI correlation is a strong negative. The main reason behind the strong

Figure 8. Variation of LST-NDVI relationship (1988–2019): (a) average monthly variation, (b) average seasonal vari-
ation, (c) yearly seasonal variation (significant at 0.05 level).
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LST-NDVI correlation in the monsoon and post-monsoon season is the presence of high
intensity of moisture and chlorophyll content in green vegetation. Dry months reduce the
strength of correlation, while the wet months raise the strength of the LST-NDVI
correlation.

Figure 9(a–d) shows the seasonal variation of LST-NDVI relationships on different
LULC types in winter, pre-monsoon, monsoon and post-monsoon season, respectively.
Here, only three types of LULC were considered, i.e. (1) vegetation, (2) water bodies and
(3) built-up area and bare land. On the vegetation, the LST-NDVI correlation is a strong
negative (�0.60), irrespective of any season. On the water bodies, the relationship is not
significant. On the built-up area and bare land, the correlation is moderate negative
(�0.35) as the surface materials become more heterogeneous.

Liang et al. (2012), Ghobadi et al. (2015) and Govil et al. (2019) presented similar results
(negative correlation) for LST-NDVI relationships. A nonlinear LST-NDVI relationship was
found in Shanghai City, while a significant positive linear LST-NDVI relationship was found
between LST and NDVI (Cao et al. 2011). In high latitudes, positive LST-NDVI relationships
have been observed (Karnieli et al. 2006). Yue et al. (2007) showed that the LST-NDVI rela-
tionship in Shanghai City, China was negative and was different in different LULC types. Sun
and Kafatos (2007) stated that the LST-NDVI correlation was positive in the winter season
while it was negative in the summer season. This relationship was also negative in Mashhad,
Iran (Gorgani et al. 2013). The relationship was strong negative in Berlin City for any season
(Marzban et al. 2018). This correlation tends to be more negative with the increase of surface
moisture (Moran et al. 1994; Lambin and Ehrlich 1996; Prehodko and Goward 1997;
Sandholt et al. 2002). The present study also found that the LST-NDVI correlation is negative,
irrespective of any season. The value of the correlation coefficient is inversely related to the
surface moisture content, i.e. the negativity of the relationship increases with the increase of
surface moisture content.

5. Conclusions

The present study estimates the temporal and seasonal variation of LST distribution in
Raipur City, India using 119 Landsat datasets of four different seasons (winter, pre-

Figure 9. Seasonal variation on the LST-NDVI correlation on different types of LULC: (a) pre-monsoon, (b) monsoon,
(c) post-monsoon, (d) winter (significant at 0.05 level).
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monsoon, monsoon and post-monsoon) from 1988 to 2019. The mean LST of the study
area was increased between 1988 and 2019. The LST is directly related to the land conver-
sion. The unchanged land also heated significantly. The results significantly present the
influence of climate change in Raipur City. Moreover, the study also reflects the increas-
ing trend of the heated land surface with the expansion of urban areas which can be a
serious threat for plants, animals and human health systems.

The present study also assesses the temporal and seasonal correlation of LST and
NDVI in Raipur City. The results show that LST is inversely related to NDVI, irrespective
of any season. In the monsoon (�0.51) and post-monsoon (�0.50) season, the correlation
is a strong negative, whereas it is found weak negative in winter (�0.24). A moderate
range of negativity (�0.46) was noticed in the pre-monsoon season. The presence of
healthy green plants and humid weather is the main responsible factors for strong nega-
tivity. The LST-NDVI correlation varies for specific LULC types. The green area presents
a strong negative correlation (�0.60), whereas the built-up area and bare land present a
moderate negative regression (�0.35). The correlation is non-linear on water bodies. In
the monsoon and post-monsoon season, the LST-NDVI correlation is strong negative
on vegetation.
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ABSTRACT
The thermal status of northeast Indian cities has a great impact
on the sustainability of these places. To meet the research gap in
this area, a study is performed in Imphal city, India by investigat-
ing the relationship between land surface temperature (LST) and
four spectral indices in the summer and winter seasons from
1991 to 2021. The mean LST of the city increases at >1% rate per
decade in both seasons. The urban heat island (UHI) develops
mostly along the central Imphal. A considerable difference in the
mean LST between UHI and non-UHI in summer (3.05 �C in 1991,
2.46 �C in 2001, 3.13 �C in 2011, and 2.49 �C in 2021) and winter
(2.01 �C in 1991, 2.63 �C in 2001, 2.64 �C in 2011, and 2.57 �C in
2021) reflects the continuous warming status of the city. Some
urban hot spots develop inside the UHI of the central and north
Imphal. The dynamic nature of the relationships of spectral indi-
ces with LST (moderate negative for MNDWI and NDVI, strongly
positive for NDBI, and moderate negative for NDBaI) will be help-
ful for proper sustainable urban planning. Urban thermal field
variance index map shows that the south Imphal attains more
ecological comfort than the rest of the parts.
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1. Introduction

The process of urbanization enhances the thermal stress of an area by global or local
warming (Grimm et al. 2008; Fu and Weng 2016). The continuous conversion pro-
cess of land surface accelerates the warming status of today’s urban atmosphere
(Zhou et al. 2018 ; Guha et al. 2020). Land surface temperature (LST) determined
from various satellite sensors is considerably used in the demarcation of the heat
islands and thermal stressed zones inside the urban area (Weng 2009; Tomlinson
et al. 2011; Fu and Weng 2016; Hao et al. 2016; Tran et al. 2017). The variation of
LST in the heterogeneous urban landscape is largely influenced by the land use/land
cover (LULC) categories (Li et al. 2016; Estoque et al. 2017; Guha et al. 2020).
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Satellite remote sensing techniques are applied to detect the changed land surface
zones by using their visible to near-infrared (VNIR) and shortwave infrared (SWIR)
bands (Chen et al. 2006). Moreover, thermal infrared (TIR) bands are also used to
create some spectral indices (Kalnay and Cai 2003; Du et al. 2016; Berger et al. 2017;
He et al. 2019). The most popular index for vegetation in LST estimation is the nor-
malized difference vegetation index (NDVI) (Carlson and Ripley 1997; Sobrino et al.
2004). In mixed urban land, high LST is related to low vegetal covered area (Voogt
and Oke 2003). Many studies are based on the LST-NDVI correlation (Gutman and
Ignatov 1998; Guha and Govil 2021) are available to explore the pattern of LST.
Modified normalized difference water index (MNDWI) is one of the most used water
indices and it is considerably used in LST-related research works (Essa et al. 2012;
Guha et al. 2017). Normalized difference built-up index (NDBI) is the most popular
built-up index that is invariably used in LST-related studies (Zha et al. 2003; Guha
et al. 2020). Normalized difference bareness index (NDBaI) is an index for bare land
identification (Zhao and Chen 2005; Chen et al. 2006; Guha and Govil 2021).

Urban hot spots (UHS) develop mainly inside the urban heat island (UHI) due to
heavy construction and manufacturing activities. These UHS are the most severely
heated surface of the area (Chen et al. 2006; Coutts et al. 2016; Feyisa et al. 2016;
Ren et al. 2016; Lopez et al. 2017; Pearsall 2017). The detection of UHS for prioritiza-
tion is very significant to maintain the thermal status of a city.

Several research works introduced some ecological comfort indices (Matzarakis
et al. 1999; Kakon et al. 2010; Willett and Sherwood 2012) among which urban ther-
mal field variance index (UTFVI) is the most popular index for ecological evaluation
as it is directly related to LST (Nichol 2005; Liu and Zhang 2011; Mackey et al. 2012;
Guha et al. 2017).

Recently, there are some research materials available on the relationship between LST
and different spectral indices in South Asia. Ramaiah et al. (2020) attempted to quantify
the influence of urban factors on LST in the Panaji and Tumkur of India. Dissanayake
(2020) investigated the spatiotemporal changes of LULC and its impact on LST in Galle
City, Sri Lanka. Halder (2021) evaluated the impact of climate change on UHI based on
LST and geospatial indicators in Kolkata, India. Shukla and Jain (2021) analyzed the
impact of changing landscape patterns and dynamics on LST in Lucknow city, India.
Dissanayake et al. (2019) assessed the changes in LULC and their impact on surface UHI
in Kandy City, Sri Lanka. Ranagalage et al. (2018) showed the spatial changes of UHI
formation in Colombo District, Sri Lanka for sustainable planning.

Imphal is an ecological smart city which is expanding rapidly in recent decades. It has
agricultural fields, water bodies, wetlands, and green vegetation inside and outside the
city area. The city can be representative of moderately populated Indian cities under
humid subtropical climates. Kalota (2017) analyzed the LST of Manipur State with some
selected built-up, vegetation, and topographical variables. The present study is perhaps
the first significant attempt to evaluate the relationship built between LST and the spec-
tral indices in Imphal city for the summer and winter seasons. The prime objectives of
this study are: (1) to analyze the spatial, temporal, and seasonal changes of LST in UHI
and non-UHI of Imphal city; (2) to identify the UHS inside the UHI; (3) to correlate
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LST with the different spectral indices for the whole city and inside the UHI and UHS;
and (4) to measure the ecological comfort level by UTFVI.

2. Study area and data

The present study was performed over Imphal, the capital city of Manipur, and its
surrounding area. It is a humid subtropical landlocked mountainous city and is one
of the important cities in northeast India. Imphal is the second round winner for the
selection of Smart Cities Mission under the Ministry of Urban Development. The
study area (Imphal city and its surroundings) extends from 24

�
53’47”N to 24

�
41’43”N

and from 93
�
51’00”E to 94

�
01’00”E (Figure 1). The study area covers approximately

419.62 km2 area. It has an average elevation of around 800m. Imphal city is divided
into Imphal West and Imphal East districts. Imphal, Kongba, and Iril are the main
rivers of the city those are flowing from north to south direction. Nambul is another
river that flows from west to east. The city h’s ” humid sub’ro”ical (Cwa) type of cli-
mate characterized by cool dry winter and warm wet summer. The summer season
extends from April to August while December, January, and February are considered
as the winter months. The average annual range of temperature is 14 �C–27 �C and
the average annual precipitation is 145 cm. July is the rainiest month.

A total of eight (four from summer and four from winter season) multi-temporal
cloud-free Landsat satellite imageries (http://earthexplorer.usgs.gov/) of Imphal from
1991 to 2021 were used in this study (Table 1). The simple description of four used
remote sensing spectral indices in the current study have been shown in Table 2.
Shuttle Radar Topographic Mission (SRTM) Digital Elevation Model (DEM) data of
23 September 2014 (http://earthexplorer.usgs.gov/) were also used to determine the
elevation value of the study area. The spatial information of Imphal city was obtained
from the Imphal Municipal Corporation (https://imc.mn.gov.in/). High-resolution
Google Earth Image (https://earth.google.com/web/) was used for LULC
identification.

3. Methodology

The entire methodology of the present study needs to determine the four mentioned
spectral indices and to estimate the LST of the study area for each Landsat dataset.
Apart from these, UHI, UHS, and UTFVI of the study area for different seasons have
also been quantified. In below, these methods have been described briefly.

3.1. Description of NDVI, MNDWI, NDBI, and NDBaI

Many remote sensing indices are regularly used for the identification of different
types of landscapes (Guha et al. 2017). Here, NDBaI (Zhao and Chen 2005), NDBI
(Zha et al. 2003), NDVI (Tucker 1979), and MNDWI (Xu 2006) and were used for
determining the relationship with LST. The band combinations of these spectral indi-
ces were given in Table 1. The value of any normalized difference spectral index is
ranged between �1.0 and þ1.0. Generally, the positive value of NDBaI, NDBI,
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NDVI, and MNDWI indicate the bare land, built-up, vegetation, and water surface,
respectively (Chen et al. 2006).

3.2. LST estimation using landsat TIR band

LST is estimated from the TIR band of Landsat satellite sensor by Equation (1) (Artis
and Carnahan 1982):

Lk ¼ RadianceMultiBand � DN þ RadianceAddBand (1)

Lk ¼ the spectral radiance in Wm�2sr�1mm�1.

Figure 1. Imphal city was shown on Manipur state, DEM, and Google image. The SRTM DEM (30m
spatial resolution) was used for this study (source: http://earthexplorer.usgs.gov/. ).
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At-sensor brightness temperature is estimated by Equation (2).

TB ¼ K2

ln ððK1=LkÞ þ 1Þ (2)

Where, TB ¼ brightness temperature in Kelvin (K), Lk ¼ spectral radiance in
Wm�2sr�1mm�1; K2 and K1¼ calibration constants,.

Fractional vegetation is calculated by Equation (3) (Carlson and Ripley 1997).

Fv ¼
NDVI�NDVImin

NDVImax � NDVImin

� �2

(3)

Where, NDVImin ¼ minimum NDVI, NDVImax ¼ maximum NDVI. Fv¼ frac-
tional vegetation.

Land surface emissivity e, is calculated by Equation (4) (Sobrino et al. 2001, 2004):

e ¼ 0:004 � Fv þ 0:986 (4)

Where, e¼ surface emissivity.
Finally, LST is estimated by Equation (5) (Weng et al. 2004):

LST ¼ TB

1þ krTB= hcð Þ
� �

ln e
(5)

Where, k ¼ effective wavelength, r ¼ Boltzmann constant (1.38� 10�23 J/K), h ¼
Plank’s constant (6.626� 10�34 Js), c ¼ velocity of light in a vacuum (2.998� 10�8

m/sec), e ¼ emissivity.

3.3. Mapping UHI

UHI and non-UHI zones are demarcated using the following equations (Guha et al. 2017):

LST > lþ 0:5 � r (6)

0 < LST � lþ 0:5 � r (7)

Where, l and r are the mean and standard deviation of LST in the study area,
respectively.

3.4. Delineating the urban hot spots (UHS)

The UHS were delineated by the following equation (Guha et al. 2017):

LST > lþ 2 � r (8)
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3.5. The urban thermal field variance index (UTFVI)

UTFVI was determined using the following equation (Liu and Zhang 2011):

UTFVI ¼ Ts�Tmean

Tmean
(9)

Where, UTFVI ¼ Urban Thermal Field Variance Index
Ts¼ LST (oC)
Tmean ¼ Mean LST (oC)

This methodology used in Imphal city can also be used in similar types of the study
area with Landsat data as the process of LST derivation and spectral indices deter-
mination remains the same. In different geographical locations, some methods may
be modified to obtain a logical output.

4. Results and discussion

4.1. Spatial, temporal, and seasonal dynamics of different spectral indices

Figure 2 present the spatial distribution (1991–2021) of NDVI (Figure 2A) and
MNDWI (Figure 2B) for the summer and winter seasons whereas Figure 3 shows
the same for NDBI (Figure 3A) and NDBaI (Figure 3B) for both seasons. The
maximum NDVI values gradually decrease in the region due to the loss of vegeta-
tion. North-western parts and south-eastern peripheries indicate a concentrated
vegetal cover. Most of the water bodies are found in the southwest portions of
the study area where MNDWI values are greater. High NDBI values are observed
mainly along the outskirts of the central city. In the whole area, NDBI increases
at an alarming rate that indicates a positive trend of LST. NDBaI values generally
increase with time and the eastern part of the city is characterized by high
NDBaI values compared to the western side because of the high proportion of
bare lands.

Table 3 shows the dynamic nature of LST and these spectral indices. The mean
NDVI values are gradually decreasing from 1991 to 2021 and the values of summer
mean NDVI is slightly higher than winter mean NDVI. It indicates the exploitation
of parks and green spaces inside the city. The summer and winter mean MNDWI
values show a steady decrease throughout the periods that reflect an increase of water
bodies and wetlands in the study area. The mean MNDWI values are a little bit more
in the summer season due to wet conditions. Despite the increase of built-up surface,

Table 2. Description of the remote sensing spectral indices.
Acronym Description Formulation References

NDVI Normalized difference vegetation index NIR-Red/NIRþ Red Tucker 1979
MNDWI Modified normalized difference water index Green-SWIR1/Greenþ SWIR1 Xu 2006
NDBI Normalized difference built-up index SWIR1-NIR/SWIR1þNIR Zha et al. 2003
NDBaI Normalized difference bareness index SWIR1-TIR/SWIR1þ TIR Zhao and Chen 2005
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the mean NDBI values show low variability due to the heterogeneity of built-up sur-
face. The mean NDBI is continuously increasing and it always remains higher in the
winter season due to dry weather. A steady increase in mean NDBaI reflects the
increase of bare land during the span. The mean NDBaI of the summer season always
reflects a higher value. These bare lands can enhance the ecological status of Imphal
city through proper environmental planning. Mean LST increases considerably from
1991 to 2021 and the summer season always provides a high mean LST (more than
9 �C) than the winter one.

Figure 2. Distribution of NDVI and MNDWI in summer and winter season in 1991, 2001, 2011, and
2021 in Imphal city (A¼NDVI, B¼MNDWI, Black line¼ city boundary).
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4.2. Changing pattern of LST

A significant LST distribution trend was noticed during the last three decades (Figure
4A). A gradual increase of LST is noticed in the minimum, maximum, mean, and
standard deviation values due to the change in LULC types. The green and water sur-
faces are decreased while the built-up surfaces are increased and this LULC change
reflects in the LST distribution. North-eastern and central parts of the city receive
more LST in every decade. Table 4 shows the temporal distribution of LST in Imphal

Figure 3. Distribution of NDBI and NDBaI in summer and winter season in 1991, 2001, 2011, and
2021 in Imphal city (A¼NDBI, B¼NDBaI, Black line¼ city boundary).
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city from 1991 to 2021. It is noticed that the minimum, maximum, and mean values
of LST increase at a significant rate of 62.73%, 7.02%, and 14.39% in the summer sea-
son for the last three decades. In winter, the minimum, maximum, and mean values
of LST increase at a rate of 42.19%, 8.63%, and 19.67% for the last 30 years.

Figure 4B shows the LST change over Imphal city. A little LST change is found in
this span. The central part gets warmer than the cooler periphery regions. However,
the picture changes in 2001–2011. In that time, the periphery receives more LST than
the middle portions. In the next decade, the central parts become warmer than the
previous decade and some outskirts of the city also experience a negative change in
LST. Overall, the central and southern parts of Imphal city have significantly heated
(>5 �C increase in mean LST) in the summer season of the last three decades. In the
winter season, the whole city becomes warmer (>2-3 �C increase in mean LST)
except in some patches of the northwest portions. The city is constantly heated due
to rapid urbanization and land conversion.

4.3. Dynamic scenario of UHI effect

A significant increase in the mean LST between UHI and non-UHI for summer
(3.05 �C in 1991, 2.46 �C in 2001, 3.13 �C in 2011, and 2.49 �C in 2021) and winter
(2.01 �C in 1991, 2.63 �C in 2001, 2.64 �C in 2011, and 2.57 �C in 2021) seasons of dif-
ferent decades is observed from the estimated LST (Table 5). For the UHI, A straight
12.14% and 19.35% mean LST is increased in summer and winter season respectively
from 1991 to 2021. For the non-UHI, these temporal estimations are 16.05% and
18.2% for the summer and winter seasons, respectively. The standard deviation values
of LST in the UHI zones for the summer and winter seasons are <0.98 and <1.07,
respectively for each year indicate a very little variation in LST. The ranges of the

Table 3. Descriptive statistics of MNDWI, NdaBI, NDBI, and NDVI (1991–2021).
Summer Winter

MNDWI Min Max Mean Std Min Max Mean Std

1991 –0.60 0.36 –0.34 0.09 –0.67 0.73 –0.35 0.12
2001 –0.68 0.66 –0.35 0.13 –0.62 0.57 –0.39 0.10
2011 –0.61 0.38 –0.39 0.08 –0.66 0.65 –0.41 0.12
2021 –0.64 0.28 –0.43 0.06 –0.69 0.26 –0.46 0.07

NDBaI Min Max Mean Std Min Max Mean Std

1991 –0.70 0.33 –0.28 0.10 –0.91 0.22 –0.32 0.13
2001 –0.88 0.28 –0.19 0.13 –0.86 0.15 –0.26 0.12
2011 –0.73 0.25 –0.17 0.09 –0.89 0.27 –0.22 0.13
2021 –0.62 0.23 –0.14 0.07 –0.63 0.35 –0.19 0.07

NDBI Min Max Mean Std Min Max Mean Std

1991 –0.34 0.46 0.10 0.10 –0.74 0.52 0.20 0.12
2001 –0.61 0.46 0.17 0.13 –0.53 0.48 0.21 0.11
2011 –0.49 0.53 0.22 0.10 –0.67 0.53 0.26 0.12
2021 –0.36 0.38 0.18 0.08 –0.30 0.42 0.23 0.07

NDVI Min Max Mean Std Min Max Mean Std

1991 –0.60 0.41 0.23 0.10 –0.68 0.44 0.17 0.10
2001 –0.72 0.44 0.18 0.16 –0.65 0.33 0.16 0.09
2011 –0.57 0.44 0.14 0.08 –0.64 0.34 0.15 0.11
2021 –0.54 0.40 0.12 0.07 –0.42 0.29 0.12 0.06
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standard deviation for UHI and non-UHI are 0.18 and 0.19 in the summer season
while these ranges of standard deviation are 0.40 and 0.39 in the winter season. It
reflects that the summer season has more consistent LST values in UHI and non-
UHI compared to the winter season.

In Imphal, the UHI zones are consistently concentrated in the northern part in the
first two decades and the central part in the last decade (Figure 5A). The northern

Figure 4. (A) Distribution of LST in summer and winter seasons in 1991, 2001, 2011, and 2021 in
Imphal city. (B) Temporal changes in LST difference in the Imphal city from 1991-2001, 2001-2011,
2011-2021, and 1991-2021. (Black line¼ city boundary).
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part is an area of the dry bare land surface while the central part of the city is mainly
the built-up area with commercial and residential blocks. The north-western and east-
ern portions are the area with high vegetal coverage space and come under the non-
UHI. Some urban vegetation has been planted in the north-western and eastern parts
of the city to reduce the pollution level. Most of the numerous water bodies are
found in the southwestern corner of the study area.

The UHI estimated from different satellite imageries occupies some common areas.
These common UHI experience a constant increase in LST (Figure 5B). Here, the
black colour shows the area under non-UHI. The analysis derived from Figures 5A
and 5B depicts that the highest LST values exist in the built-up and bare lands.
Change in mean LST for common UHI was represented in Figure 5B. UHI received
more surface temperature with time. During 1991–2021, 3-8 �C mean LST was
increased in most of the portions of common UHI.

Figure 6 presents some randomly selected points in Imphal city from the 20
April 2021 image. Points 1, 2, 3, 4, 5, and 6 falls inside the UHI whereas points 7,
8, 9, 10, 11, and 12 falls inside the non-UHI. Points 1-6 are mainly concentrated in
the central built-up area of the city where the high density of population and com-
mercial buildings is directly responsible for high LST generation. Point 1 is located
in the Lamlong Bazar area, point 2 is located in the Yengkhom Leirak area, point 3
is located near Manipur Rural Bank, point 4 is located in Kangjabi Leirak locality,
point 5 is located near Leiningthow Khanglamba area, and point 6 is located in
Sanakhwa Yaima Kollup locality. Points 7 to 12 are mainly scattered along the area
outside the central built-up area that is a part of a vegetation-covered area or a
water body. Point 7 is located in a water body near NIT Manipur sports ground,
point 8 is located in dense vegetation near Cheirao Ching Garden, point 9 is
located in a zone surrounded by vegetation and water body near Imphal City
Sewage Treatment Plant, point 10 is located in a water body in Kakwa Pat area,
point 11 is located in RMS Equestrian Ground, and point 12 is located in a water
body near Khurai Lamlong Baptist Church in the north-eastern part of the city.
These particular areas have low LST values. The LST of the above location strongly
validates the results.

Table 4. Temporal distribution of LST (oC) in Imphal city.
Summer

Year LST(Min) LST(Max) LST(Mean) LST(Std) Threshold LST for UHI Threshold LST for UHS

1991 13.31 32.47 24.80 1.85 25.83 28.78
2001 17.02 32.05 25.59 1.55 26.67 28.76
2011 20.62 35.26 27.77 1.94 28.78 31.65
2021 21.66 34.75 28.37 1.64 29.19 31.65

Winter

Year LST(Min) LST(Max) LST(Mean) LST(Std) Threshold LST for UHI Threshold LST for UHS

1991 8.01 27.95 15.71 1.44 16.58 18.85
2001 9.97 30.44 19.09 1.99 20.19 23.27
2011 9.39 27.08 17.80 1.78 18.76 21.43
2021 11.39 30.36 18.80 1.80 19.70 22.40
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4.4. Delineation of UHS

In this study, UHS has been delineated for continuous monitoring of the most vul-
nerable heat zones. These small pockets are developed inside the UHI. UHS is more
abundant over the bare land areas and the highly commercial and industrial zones.
The UHS is mainly identified in the northern, eastern, and central parts of the city
(Figure 7A). In 2021, the UHS is identified by a threshold value of 31.65 �C in sum-
mer and 22.40 �C in winter (Table 4). Bare earth surfaces, parking zones, metalled
roads, metal roofs, and industrial factories are the most common places of UHS.

4.5. Relationship of LST with four spectral indices

Table 6 shows the dynamic analysis of the correlation of LST with MNDWI, NDVI,
NDBI, and NDBaI for the whole Imphal city, for the UHI of Imphal city, and the
UHS of Imphal city during the period. MNDWI gives a moderate negative correlation
with LST for the entire study area in both seasons. However, for UHI, the LST-
MNDWI relationship becomes weak negative in both seasons. For UHS, the correl-
ation is weak negative in winter and insignificant in summer. NDVI also builds a
moderate negative correlation with LST for the whole Imphal city in both seasons.
For UHI, the strength of the relationship becomes weak negative in summer and
insignificant in winter. For UHS, the correlation is insignificant in both seasons. The
result indicates that areas with very high LST give a weak negative correlation with
NDVI. In summer and winter, NDBI presents a strong positive correlation with LST
for the whole Imphal city. However, in UHI, the value of the correlation coefficient
becomes very weak positive in both seasons. UHS presents an insignificant correlation
in summer and a weak positive correlation in winter. It is mainly due to the complex
landscape composition. NDBaI reflects a moderate positive correlation with LST in
the whole city in both the seasons which becomes insignificant for UHI and UHS. It
indicates that a wide area with high LST values generates a moderate to a strong
positive relationship with NDBI and NDBaI whereas the corresponding area builds a
moderate negative correlation with NDVI and MNDWI. However, the strength tends
to be weak with the increase of LST concentrated in a small area. It happens because

Table 5. Temporal variation of LST (oC) in UHI and Non-UHI (summer and winter).
Summer LST

Year

Min Max Mean Std

UHI Non-UHI UHI Non-UHI UHI Non-UHI UHI Non-UHI

1991 25.83 13.31 32.46 25.41 26.85 23.80 0.84 1.31
2001 26.66 17.01 32.04 26.24 27.36 24.90 0.79 1.18
2011 28.77 20.62 35.26 28.35 29.83 26.70 0.97 1.37
2021 29.19 21.65 34.75 29.19 30.11 27.62 0.82 1.30

Winter LST

Min Max Mean Std

Year UHI Non-UHI UHI Non-UHI UHI Non-UHI UHI Non-UHI

1991 16.57 8.01 27.94 16.11 17.21 15.20 1.06 1.17
2001 17.65 8.72 26.61 17.26 18.46 15.83 0.89 1.37
2011 18.76 9.39 30.35 18.31 19.53 16.89 0.82 1.45
2021 19.70 11.39 27.07 19.70 20.54 17.97 0.66 1.56
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a small mixed land area does not generate a homogeneous surface that is very much
responsible for the strong correlation between surface temperature and sur-
face material.

The study presents a good output regarding the relationship. Halder et al. (2021)
showed that LST builds a negative relation with NDVI and SAVI (R2 values are 0.20
and 0.15, respectively), positive relation with NDBI and UI (R2 values are 0.61 and

Figure 5. (A) Spatial and temporal distribution of LST in the UHI area (1991, 2001, 2011, and
2021). (B) Temporal changes in LST for the common UHI (1991-2001, 2001-2011, 2011-2021, and
1991-2021).

3278 A. MONDAL ET AL.



0.27, respectively), and an insignificant relation with MNDWI and NDBaI (R2 values
are 0.0003 and 0.04, respectively) in Kolkata, India. Ramaiah et al. (2020) also pre-
sented the fact that LST is positively correlated to EBBI and negatively correlated to
SAVI and MNDWI in a study performed in Panaji and Tumkur City of India and
these relationships become weak in the UHI zones as the heterogeneity of land sur-
face is increased. Guha and Govil (2021) also observed that LST builds a positive cor-
relation with NDBI, NDBaI, and NDWI (0.65, 0.30, and 0.19, respectively), and a
negative correlation with NMDI, MNDWI, and NDVI (0.54, 0.38, and 0.38, respect-
ively) in a 30 years long study conducted on Raipur City, India. These results support
the output of the present study.

4.6. Ecological evaluation of imphal city using UTFVI

Table 7 shows the six different ecological evaluation indices for Imphal city based on
the UTFVI values in both seasons from 1991-2021. Figure 7B presents the spatial dis-
tribution maps of UTFVI of the city during the entire study period.

Figure 6. Random selection of locations in UHI (>32 �C) and non-UHI (<26 �C) of Imphal city. The
number of locations was selected as 12 (UHI ¼ 6 and non-UHI ¼ 6), which shows on False Colour
Composite (FCC) on April 20, 2021. The locations (12 points) were zoomed on Google image to
show the actual landscape.
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It is clear from Figure 7B and Table 7 that most of the areas of Imphal (>44% in
summer and >39% in winter throughout the entire time) having excellent thermal
conditions (i.e., UTFVI < 0). The percentage of the area under this excellent category
is gradually decreasing from 1991 to 2021. Here the concentration of water bodies
and vegetation is more. Mainly the southern portions experience such thermal condi-
tions. However, the worst category (i.e., UTFVI > 0.020) of the ecological evaluation
index also exists in a large portion (>37% in summer and >42% in winter through-
out the entire time) of the city. The northern and some of the central parts fall under

Figure 7. (A) The concentration of UHS in Imphal city in different periods (1991, 2001, 2011, and
2021). (B) Ecological evaluation index of Imphal city according to UTFVI (1991, 2001, 2011,
and 2021).
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the worst category where most of the lands are impervious. The good (0<UTFVI <
0.005) and normal (0.005<UTFVI < 0.010) thermal conditions are found in some
small patches surrounding the areas under excellent condition while the bad
(0.010<UTFVI < 0.015) and worse (0.015<UTFVI < 0.020) conditions exist
around the areas of the worst condition. The area under the excellent category
slightly decreases from 50.05% in 1991 to 44.53% in 2021 (summer) and from 52.69%
in 1991 to 43.33% in 2021 (winter) due to loss of vegetation and increase of built-up
area. Some eco-environmental strategies like social forestry or wetland preservation
can reduce the severe UHI effects.

Table 8 shows the correlation matrix of the UTFVI values among the summer and
winter seasons of 1991, 2001, 2011, and 2021. The results show a strong positive cor-
relation in the winter season while it is moderate positive in the summer season. In
summer, the UTFVI of 1991 and 2001 has a correlation coefficient value of 0.52
which becomes 0.45 between the UTFVI of 2001 and 2011. This value remains almost
similar (0.48) for the 2011 and 2021 UTFVI values. In winter, the correlation
becomes stronger. The correlation coefficient values are 0.76, 0.81, and 0.82 between
1991-2001, 2001-2011, and 2011-2021, respectively. The correlation matrix of UTFVI
indicates that the effect of UHI is more consistent in the winter season while it is
much variable in the summer. This correlation matrix validates the result that comes
from the UTFVI analysis.

The specific strengths of this research work are the LST-spectral indices relation-
ship. It clearly describes the nature of the thermal status of the city and also helps to
delineate the ecologically most vulnerable zones of the city. The UHSs are the most
severely heated surface of the study area where special attention must be paid to
developing better environmental condition. However, there are also some specific
weaknesses of the study. LST also depends on wind speed, surface moisture,

Table 6. Correlation coefficient values of LST with different indices for whole Imphal city, UHI,
and UHS (1991-2021).

Summer Winter

(whole Imphal city)

1991 2001 2011 2021 1991 2001 2011 2021

MNDWI –0.50 –0.15 –0.49 –0.24 –0.50 –0.54 –0.46 –0.45
NDBaI 0.48 0.20 0.60 0.36 0.56 0.58 0.59 0.49
NDBI 0.68 0.38 0.75 0.56 0.52 0.66 0.66 0.69
NDVI –0.40 –0.26 –0.61 –0.54 –0.20 –0.41 –0.46 –0.48

(UHI)

1991 2001 2011 2021 1991 2001 2011 2021

MNDWI –0.12 –0.04 –0.24 –0.30 –0.24 –0.01 –0.17 –0.08
NDBaI 0.06 0.13 0.13 –0.34 0.12 –0.20 0.13 0.05
NDBI 0.35 0.05 0.38 –0.07 0.01 –0.05 0.18 0.09
NDVI –0.29 –0.02 –0.22 –0.23 0.17 0.06 –0.07 –0.04

(UHS)

1991 2001 2011 2021 1991 2001 2011 2021

MNDWI 0.10 0.23 –0.15 –0.05 –0.22 –0.12 –0.33 –0.08
NDBaI –0.46 –0.17 –0.07 –0.05 0.17 –0.01 0.17 0.06
NDBI –0.12 0.10 0.01 0.17 0.28 0.32 0.22 0.17
NDVI 0.13 –0.30 0.18 –0.07 –0.12 –0.15 0.02 –0.01
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humidity, and intensity of solar radiation which have not been considered in the pre-
sent study. Further, the analysis might be more authentic if it assessed the nighttime
LST data. However, Landsat data does not provide nighttime LST. Furthermore, the
results may be validated with a high-resolution LST product but it is a costly and
time-taking task. Thus, the results should be considered in light of these limitations.

5. Conclusion

In this article, multi-temporal Landsat satellite images of the summer and winter sea-
sons in 1991, 2001, 2011, and 2021 are used to evaluate the dynamic correlation
between LST and different LULC indices in Imphal city and surroundings, India.

UHI zones are identified through LST which are mainly distributed in the north-
eastern and south-central parts of Imphal. LST of the specified UHI has been signifi-
cantly increased from 1991 to 2021. During the study period, the LST of the city
increases at 14.39% and 19.67% rates in summer and winter, respectively. The south-
ern part of the city is less warm compared to the rest of the parts due to the concen-
tration of vegetation and water bodies. Some UHS were also delineated inside the
zone of UHI, characterized by high concentrated LST.

Furthermore, the relationship of LST to NDVI, MNDWI, NDBI, and NDBaI was
quantitatively interpreted by Pearson’s correlation coefficient method. For the whole
Imphal city, LST shows a moderate negative correlation with NDVI and MNDWI, a
strong positive correlation with NDBI, and a moderate positive correlation with
NDBaI. The winter season indicates a more consistent relationship. The relationship
becomes weaker or even tends to be an inverse for UHI zones and urban hot spots.
It may be due to the heterogeneous landscape in the urban area.

In addition, the spatial, temporal, and seasonal dynamics of the ecological evalu-
ation index of Imphal were measured by the UTFVI. Most of the lands (44–50% in
summer and 39–52% in winter) are under excellent condition although the percent-
age is declined. A high proportion of land (37–42% in summer and 42–47% in win-
ter) also comes under the worst category. It indicates that the non-UHI zones remain
almost unchanged. The ecological condition of the city can be developed by convert-
ing the bad category lands into the good category.

It can be recommended from the present study that a proper arrangement of
LULC features is the most essential part of sustainable urban management planning.
Urban land is always built over a small area and therefore a space-saving modern

Table 7. The threshold of ecological evaluation index of Imphal city (1991-2021).
Summer season Winter season

UTFVI
UHI

phenomenon

Ecological
evaluation
index

Percentage of Area (%) Percentage of Area (%)

1991 2001 2011 2021 1991 2001 2011 2021

<0.000 None Excellent 50.05 49.53 48.70 44.53 52.69 46.60 39.72 43.33
0.000-0.005 Weak Good —— —— —— 3.59 4.72 —— 12.52 2.72
0.005-0.010 Middle Normal 10.00 11.07 9.09 4.99 —— —— —— 2.67
0.010-0.015 Strong Bad —— —— —— 4.64 —— 10.69 —— 2.66
0.015-0.020 Stronger Worse —— —— —— 4.59 —— —— —— 2.62
>0.020 Strongest Worst 39.95 39.40 42.19 37.66 47.31 42.71 47.76 46.00
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planning and management system is required. The built-up area should be expanded
without reducing the concentration of green areas, water bodies, and wetlands.

The study was an attempt to simply correlate LST with four spectral indices in a
humid subtropical landlocked mountainous urban area using Landsat data for sum-
mer and winter seasons. There are some limitations of the study. Such as, the results
should be compared with other satellite data of different spatial resolutions (e.g.,
IKONOS (1m), Quickbird (0.6m), ASTER (15m), Sentinel-2A (10m), MODIS
(1000m), etc.). Besides, the seasonal variation of the correlation coefficients can be
monitored for one or two years. Moreover, some other spectral indices (e.g., urban
index, built-up index, soil and vegetation index, normalized difference mud index,
normalized multi-band drought index, etc.) can be investigated to find a better correl-
ation with LST. Apart from these, the results can be examined in different environ-
ments with large physical varieties. In addition to these, some other statistical
methods and algorithms (Spearman rank correlation coefficient, Kendall correlation
coefficient, etc.) can also be applied to estimate the correlation between LST and dif-
ferent spectral indices.
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 The present study examines the seasonal relationship between land surface temperature (LST) 
and normalized difference water index (NDWI) on various land surfaces in Raipur City of India 
by using a series of Landsat images for four specific seasons since 1991-92. The LST is 
retrieved using the mono-window algorithm technique. The results show that the LST of the 
study area is noticeably affected by surface composition. The best correlation (correlation 
coefficient r = 0.42) between the LST and NDWI is achieved in the post-monsoon season, 
followed by the monsoon season (r = 0.33), pre-monsoon season (r = 0.25), and winter season 
(r = 0.04). There is a moderate negative correlation (r = -0.49, -0.33, -0.31, and -0.25 in the pre-
monsoon, monsoon, post-monsoon, and winter season, respectively) generated between the 
LST and NDWI on water bodies. On green vegetation, this LST-NDWI correlation is moderate 
positive (r = 0.67, 0.43, 0.50, and 0.25 in the pre-monsoon, monsoon, post-monsoon, and 
winter season, respectively). On human settlement and barren land surface, the correlation is 
weak positive (r = 0.24, 0.21, 0.27, and 0.15 in the pre-monsoon, monsoon, post-monsoon, and 
winter season, respectively). The output of the research work can be used in the town planning 
section of any urban agglomeration. 

 

 

 
 
 
1. INTRODUCTION 

 

Land surface temperature (LST) is a significant 
factor for investigating the biogeochemical processes of 
the land surface (Tomlinson et al. 2011; Hao et al. 
2016). A variation on LST is due to the variation in land 
surface configuration (Hou et al. 2010). Generally, green 
vegetation and water bodies present low LST, whereas 
built-up area, bare rock surface or dry soil reflects high 
LST (Guha et al. 2020a). Thus, LST related studies are 
very important in urban land use planning and 
development (Li et al. 2017). Urban heat island and 
urban hot spots are a very common term in an urban 
environment and are indicated by the zone of very high 
LST inside the urban bodies (Guha et al. 2017). 
Normalized difference water index (NDWI) is the most 
popular index for water surface extraction and it is 
invariably used in LULC and LST related studies 
(McFeeters 1996; Chen et al. 2006; Essa et al. 2012; 

Yuan et al. 2017; Guha et al. 2020b). Generally, the 
nature of LST-NDWI relationship in an urban area is 
insignificant which is controlled by several factors, such 
as humidity, vegetation, wetland, bare land, air 
pollution, rock surface, dry or wet soil, heterogeneous 
man-made materials, etc. (McFeeters 1996; Ghobadi et 
al. 2014; Guha et al. 2020c). 

In many current research articles, the relationship 
between LST and NDWI was constructed using thermal 
infrared remote sensing. However, the seasonal analysis 
of the LST-NDWI relationship in tropical India is rare. 
The nature of LST and NDWI is changed due to the 
seasonal changes of evaporation, precipitation, moisture 
content, air temperature, etc. The LST-NDWI 
relationship was performed on Raipur City of 
Chhattisgarh State in Central India as it is not influenced 
by the humid maritime or dry extreme climatic 
condition. The study examines the nature and trend of 

https://dergipark.org.tr/en/pub/ijeg
https://orcid.org/0000-0002-2967-7248
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the effect of LST on NDWI and the LST-NDWI relation on 
various land surfaces and their seasonal variation. The 
main focus of the study is to explore the long-term 
seasonal analysis of LST-NDWI correlation on various 
land surfaces. The study will be effective for the future 
town and country planners for better environmental 
planning. 

 
2. MATERIALS AND METHOD 

 
2.1. Study area  

 
The Raipur City of India was selected as the study 

area for the entire research work (Fig. 1). It is the capital 
and the largest city of Chhattisgarh State of India (URL-
1). Raipur is one of the fastest-growing smart cities in 
India in terms of the urban area and urban population. 
Fig. 1(a) presents the outline map of India where 
Chhattisgarh State is located in the middle part (URL-2). 
Fig. 1(b) presents the outline map of Chhattisgarh State 
with districts (URL-2). Fig. 1(c) presents the false colour 
composite (FCC) image of Raipur City from recent 
Landsat 8 data (Date: 7 November 2018). Fig. 1(d) 
presents the digital elevation model (Date: 11 October 
2011) of Raipur City (URL-3). The total study area 
extends between 21o11'22"N to 21o20'02"N and 

81o32'20"E to 81o41'50"E with an average elevation of 
219m to 322m (Fig. 1(d)). The Mahanadi River flows to 
the east of the city of Raipur, and the southern side has 
dense forests. The Maikal Hills rise on the northwest of 
Raipur; on the north, the land rises and merges with 
the Chota Nagpur Plateau, which extends northeast 
across Jharkhand state. On the south of Raipur lies 
the Deccan Plateau. The area is under a tropical wet and 
dry climate with four typical seasons (pre-monsoon, 
monsoon, post-monsoon, and winter). Hot and dry pre-
monsoon season extends from March to May (Govil et al. 
2019). June to September (rainy months) is significantly 
considered under the monsoon season. October and 
November months are often considered as the post-
monsoon season, characterised by low pollution, 
moderate temperature, and moderate moisture content 
in plants and air, and a high percentage of green plants. 
December to February months (winter season) 
experience a cool and dry climate. The study area is also 
characterised by tropical mixed deciduous vegetation 
and mixed red soil (Govil et al. 2020). The total 
population of the city is over 1 million, and the sex ratio 
is 945 (URL-1). The city has an 86.90% total literacy 
rate (URL-1). 
 

 

 
Figure 1. Location of the study area: (a) India (b) Chhattisgarh (c) FCC image of Raipur City (d) DEM of Raipur City 
 
2.2. Data 
 

Table 1 shows the specification of Landsat data of 
different sensors. Landsat 8 thermal infrared sensors 
(TIRS) dataset has two TIR bands (bands 10 and 11) in 
which band 11 has a larger calibration uncertainty. 
Thus, only TIR band 10 data (100 m resolution) was 
recommended for the present study (Barsi et al. 2014). 
Landsat 5 thematic mapper (TM) data has only one TIR 
band (band 6) of 120 m resolution. Landsat 7 enhanced 

thematic mapper plus (ETM+) data has a TIR band 
(band 6) of 60 m resolution. The TIR bands of all the 
Landsat sensors were resampled to 30 m pixel size by 
the data provider (URL-3) as the spatial resolution of 
visible to near-infrared (VNIR) and shortwave infrared 
(SWIR) bands of the three types of Landsat sensors is 30 
m. All the raster calculations were processed in the 
environment of ArcGIS 9.3 and ERDAS IMAGINE 9.1 
software. 

 

https://en.wikipedia.org/wiki/Mahanadi_River
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Table 1.Specification of Landsat data sets 
Date of 
acquisition 

Time 
(UTC) 

Cloud 
cover 

(%) 

Resolution 
of TIR 

bands (m) 
18-Mar-91 04:17:34 0 120 
03-Apr-91 04:17:46 0 120 
21-May-91 04:18:39 1 120 
26-Sep-91 04:20:03 13 120 
12-Oct-91 04:20:12 6 120 
13-Nov-91 04:20:19 1 120 
16-Jan-92 04:20:22 3 120 
01-Feb-92 04:20:27 0 120 
17-Feb-92 04:20:15 4 120 
14-Apr-95 04:05:06 0 120 
10-Dec-95 03:56:47 0 120 
27-Jan-96 04:00:14 0 120 
23-Sep-96 04:14:16 2 120 
09-Oct-96 04:15:07 0 120 
25-Oct-96 04:15:55 5 120 
10-Nov-96 04:16:41 7 120 
11-Nov-99 04:49:00 0 60 
30-Jan-00 04:48:55 0 60 
03-Apr-00 04:48:35 0 60 
05-May-00 04:48:20 0 60 
26-Sep-00 04:46:33 6 60 
15-Dec-00 04:46:31 0 60 
21-Mar-04 04:35:14 0 120 
22-Apr-04 04:36:01 1 120 
24-May-04 04:36:54 0 120 
09-Jun-04 04:37:23 9 120 
29-Sep-04 04:40:16 9 120 
15-Oct-04 04:40:36 4 120 
16-Nov-04 04:41:11 0 120 
02-Dec-04 04:41:33 0 120 
18-Dec-04 04:41:52 0 120 
19-Jan-05 04:42:17 0 120 
04-Feb-05 04:42:29 0 120 
03-Mar-09 04:42:22 0 120 
19-Mar-09 04:42:44 2 120 
04-Apr-09 04:43:05 0 120 
20-Apr-09 04:43:24 0 120 
06-May-09 04:43:42 0 120 
22-May-09 04:44:00 1 120 
23-Jun-09 04:44:35 0 120 
13-Oct-09 04:46:12 0 120 
29-Oct-09 04:46:20 0 120 
16-Dec-09 04:46:44 1 120 
17-Jan-10 04:46:55 6 120 
02-Feb-10 04:46:59 0 120 
18-Feb-10 04:47:02 7 100 
17-Mar-14 04:56:36 0 100 
02-Apr-14 04:56:19 0 100 
20-May-14 04:55:38 5 100 
05-Jun-14 04:55:45 0 100 
12-Nov-14 04:56:21 7 100 
30-Dec-14 04:56:09 0 100 
15-Jan-15 04:56:09 0 100 
31-Jan-15 04:56:04 0 100 
16-Feb-15 04:55:55 0 100 
12-Mar-18 04:55:43 2 100 
28-Mar-18 04:55:36 0 100 
15-May-18 04:55:08 0 100 
16-Jun-18 04:55:01 2 100 
06-Oct-18 04:55:53 0 100 
22-Oct-18 04:55:59 0 100 
07-Nov-18 04:56:03 0 100 
25-Dec-18 04:55:59 0 100 
11-Feb-19 04:55:52 0 100 
27-Feb-19 04:55:48 4 100 
 

2.3. Retrieving LST from Landsat Data 
 

In this study, the mono-window algorithmwas 
applied to retrieve LST from multi-temporal Landsat 
satellite sensors (Qin et al. 2001) where three necessary 
parameters are ground emissivity, atmospheric 

transmittance, and effective mean atmospheric 
temperature. At first, the original TIR bands (100 m 
resolution for Landsat 8 OLI/TIRS data, 120 m 
resolution for Landsat 5 TM data, and 60 m resolution 
for Landsat 7 ETM+ data) were resampled into 30 m by 
USGS data centre for further application.  

The TIR pixel values are firstly converted into 
radiance from digital number (DN) values (Markham & 
Barkar 1985). Radiance for TIR band of Landsat 5 TM 
data and Landsat 7 ETM+ data is obtained using Eq. (1) 
(URL-3):  
 

 *MAX MIN

CAL MIN MIN

MAX MIN

L L
L Q QCAL L

QCAL QCAL

 
 

 
   

 

 (1) 

 

where, L  is Top of Atmosphere (TOA) spectral 

radiance (Wm-2sr-1mm-1), 
CALQ  is the quantized 

calibrated pixel value in DN, MINL   (Wm-2sr-1mm-1) is 

the spectral radiance scaled to 
MINQCAL , 

MAXL 
 (Wm-

2sr-1mm-1) is the spectral radiance scaled to 
MAXQCAL , 

MINQCAL  is the minimum quantized calibrated pixel 

value in DN and 
MAXQCAL  is the maximum quantized 

calibrated pixel value in DN. 
MINL  , 

MAXL  , 
MINQCAL , and 

MAXQCAL values are obtained from the metadata file of 

Landsat TM and ETM+ data. Radiance for Landsat 8 TIR 
band is obtained from Eq. (2) (Zanter 2019):  
 

.L CAL LL M Q A    (2) 
 

where, L  is the TOA spectral radiance (Wm-2sr-

1mm-1), 
LM  is the band-specific multiplicative rescaling 

factor from the metadata, 
LA  is the band-specific 

additive rescaling factor from the metadata, 
CALQ is the 

quantized and calibrated standard product pixel values 
(DN). All of these variables can be retrieved from the 
metadata file of Landsat 8 data. 

For Landsat 5 and 7 data, the reflectance value is 
obtained from radiances using Eq. (3) (URL-3): 
 

2. .

.cos s

L d

ESUN










  (3) 

 

where,  is unitless planetary reflectance, L  is the 

TOA spectral radiance (Wm-2sr-1µm-1), d is Earth-Sun 

distance in astronomical units, ESUN  is the mean solar 

exo-atmospheric spectral irradiances (Wm-2µm-1) and 

s  is the solar zenith angle in degrees. ESUN  values 

for each band of Landsat 5 and 7 can be obtained from 
the handbooks of the related mission. 

s  and d values 

can be attained from the metadata file (Coll et al. 2010). 
For Landsat 8 data, reflectance conversion can be 

applied to DN values directly as in Eq. (4) (Zanter 2019): 
 

.
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where, M
 is the band-specific multiplicative 

rescaling factor from the metadata, A
 is the band-

specific additive rescaling factor from the metadata, 

CALQ  is the quantized and calibrated standard product 

pixel values (DN) and 
SE is the local sun elevation angle 

from metadata file. 
Eq. (5) is used to convert the spectral radiance to at-

sensor brightness temperature (Wukelic et al. 1989; 
Chen et al. 2006): 
 

2

1ln(
b

K
T

K

L






 
(5) 

 

where, 
bT is the brightness temperature in Kelvin 

(K), L
 is the spectral radiance in Wm-2sr-1mm-1; 

2K and 

1K are calibration constants. For Landsat 8 data, 
1K is 

774.89, 
2K is 1321.08 (Wm-2sr-1mm-1). For Landsat 7 

data, 
1K is 666.09, 

2K is 1282.71 (Wm-2sr-1mm-1). For 

Landsat 5 data, 
1K is 607.76, 

2K is 1260.56 (Wm-2sr-

1mm-1).  
The land surface emissivity , is estimated from Eq. 

(6) using the NDVI Thresholds Method (Sobrino et al. 
2001, 2004; Vlassova et al. 2014).  
 

(1 )v v s vF F d        (6) 

 

where,   is land surface emissivity, 
v  is vegetation 

emissivity, 
s is soil emissivity, vF is fractional 

vegetation, d is the effect of the geometrical 

distribution of the natural surfaces and internal 
reflections that can be expressed by Eq. (7):  
 

(1 )(1 )s v vd F F      (7) 

 

where, 
v  is vegetation emissivity, 

s is soil 

emissivity, vF is fractional vegetation, F is a shape 

factor whose mean is 0.55, the value of d may be 2% 

for mixed land surfaces Sobrino et al. 2004).  
The fractional vegetation

vF , of each pixel, is 

determined from the NDVI using Eq. (8) (Carlson & 
Repley 1997): 
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where, ( ) I 0.2a NDV  for bare soil; ( ) I 0.5b NDV 

for vegetation; ( )0.2 I 0.5c NDV  for mixed land 

with bare soil and vegetation; (𝑑)𝑁𝐷𝑉I < 0 for water 
body (Sobrino et al. 2001, 2004; Vlassova et al. 2014).  

Finally, the land surface emissivity  can be 

expressed by Eq. (9):  
 

* 0.986vF     (9) 
 

where,   is land surface emissivity, vF is fractional 

vegetation. 

Water vapour content is estimated by Eq. (10) (Yang 
& Qiu 1996; Li 2006): 
 

0

0

17.27*( 273.15)
0.0981* 10*0.6108*exp * 0.1697

237.3 ( 273.15)

T
w RH

T
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where, w is the water vapour content (g/cm2), 
0T is 

the near-surface air temperature in Kelvin (K), RH  is 
the relative humidity (%). These parameters of 
atmospheric profile are the average values of 14 
stations around Raipur which are obtained from the 
Meteorological Centre, Raipur (URL-4) and the Regional 
Meteorological Centre, Nagpur (URL-5). Atmospheric 
transmittance is determined for Raipur City using Eq. 
(11) (Qin et al. 2001; Sun et al. 2010): 
 

1.031412 0.11536w    (11) 
 

where,  is the total atmospheric transmittance, w
is the water vapour content (g/cm2). 

Raipur City is located in the tropical region. Thus, Eq. 
(12) is applied to compute the effective mean 
atmospheric transmittance of Raipur (Qin et al. 2001; 
Sun et al. 2010): 
 

017.9769 0.91715aT T   (12) 
 

LST is retrieved from Landsat 5 TM, Landsat 7 ETM+, 
and Landsat 8 OLI/TIRS satellite data by using Eq. (13-
15) (Qin et al. 2001): 
 

    1 1 b a

s

a C D b C D C D T DT
T

C

         
 (13) 

 

C   (14) 
 

   1 1 1D        
 (15) 

 

where,  is the land surface emissivity,  is the total 

atmospheric transmittance, C  and D  are internal 
parameters based on atmospheric transmittance and 
land surface emissivity, 

bT is the at-sensor brightness 

temperature, 
aT is the mean atmospheric temperature, 

0T is the near-surface air temperature, 
sT is the land 

surface temperature, 67.355351a   , 0.458606b  . 
 

2.4. Extraction of Different Types of land surface by 
Using NDWI 

 

Various land surface biophysical parameters were 
applied to specify different types of land surface 
features (Govil et al. 2019, 2020). In this study, special 
emphasis was given on NDWI (McFeeters 1996, 2013) 
for determining the relationship with LST. NDWI is 
determined by the green and NIR bands. For, Landsat 5 
TM and Landsat 7 ETM+ data, band 2 is used as the 
green band and band 4 is used as the NIR band, 
respectively. For Landsat 8 OLI/TIRS data, band 3 and 
band 5 are used as the green and NIR bands, 
respectively (Table 2). The value of NDWI is ranged 
between −1 and +1. Generally, the negative value of 
NDWI indicates the built-up area and bare land that 
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have no water surfaces (Table 2). The dryness increases 
with the increase of the negativity of NDWI. NDWI value 
ranges between 0 to 0.3 shows the water bodies 
(McFeeters 2013), whereas NDWI > 0.3 shows the 
vegetation with water surfaces (McFeeters 1996, 2013; 
Chen et al. 2006; Guha et al. 2017). Generally, the post-
monsoon images reduce the level of air pollution due to 
the presence of high moisture content in the air and 
these images also enhance the greenness of an area. 
Thus, the post-monsoon images are generally 
considered for the generation of land use/land cover 
(LULC) maps. LULC maps were generated using the 
aforesaid threshold limits of NDWI (McFeeters 1996, 
2013; Chen et al. 2006: Guha et al. 2017) and the result 
was validated by the maximum likelihood classification. 
The average calculated values of the kappa coefficient 
and overall accuracy for all the images were 0.87 and 
92.14%, respectively.  

 

Table 2. Description of NDWI 

Acronym Description Formulation References 

NDWI Normalized 
difference 
water index 

Green NIR

Green NIR




 

McFeeters 
1996 

 

3. RESULTS AND DISCUSSION  
 

3.1. Extraction of LULC Types Using NDWI 
 

The total area under different LULC categories was 
shown in Table 3. Water bodies were the most stable 
LULC type in the study area. Green vegetation was 
decreased in a very significant amount (76.80 km2) from 
1991-92 to 2018-19. On the other hand, the built-up 
area and bare land were increased at a very high rate 
(78.37 km2 in 27 years) due to rapid land conversion. In 
1991-92, the built-up area and bare land were mainly 
found in the central part of the Raipur City. The 
northwest portion of the city was urbanised rapidly 
from 1991-92 to 2004-05 as the percentage of urban 
vegetation was declined due to the conversion into 
built-up areas. After 2004-05, the green areas were 
reduced at an alarming rate as most of the parts of the 
city were converted into bare land and built-up area. 
Only the eastern and the south-western parts were 
covered by urban vegetation. 

 

Table 3. Total area (km2) under different types of LULC 
Year Green vegetation Built-up area  

and bare land 
Water 
bodies 

1991-92 140.38 21.16 2.69 
1995-96 130.23 31.72 2.29 
1999-00 117.74 44.59 1.89 
2004-05 112.41 49.68 2.14 
2009-10 90.69 71.59 1.95 
2014-15 81.63 81.28 1.32 
2018-19 63.58 99.53 1.12 

 

3.2. Characteristics of the Spatial Distribution of 
LST and NDWI 

 

There is a prominent seasonal variation of different 
periods that occurred in mean and standard deviation 
(STD) values of LST (Table 4). The winter season 
indicates the lowest mean LST values for all the years, 
whereas the highest mean LST values were found in the 

pre-monsoon seasons during the entire time. From 
1991-92 to 2018-19, the mean LST increased in every 
season. The post-monsoon season has the mean LST 
value nearer to the winter season, while monsoon 
season has a slightly high value of mean LST than the 
post-monsoon season. The average values of LST and 
the correlation coefficient of LST and NDWI from 1991-
92 to 2018-19 were shown in grey shades inside the 
Table 4.  

Fig. 2 shows the seasonal contrast in the distribution 
of LST from 1991-92 to 2018-19. The pre-monsoon 
season has the maximum values of mean LST followed 
by monsoon, post-monsoon, and winter season. The 
northwest and southeast parts of the study area exhibit 
high LST. These parts also have a low percentage of 
urban vegetation and a high percentage of built-up area 
and bare land. It shows that the proportion of 
vegetation has been reduced and the built-up area was 
increased significantly with time. The Pearson's 
correlation coefficient (r) values between the LST and 
NDWI for the entire period were moderate positive to 
weak negative. The post-monsoon season has the best 
mean correlation coefficient value (0.42), followed by 
the monsoon (0.34), pre-monsoon (0.25), and winter 
(0.04) season. 
 

Table 4.Temporal and seasonal variation of LST values 
and Pearson's correlation coefficient values of LST-
NDWI relationship (significant al 0.05 level). 
Season 

Year of 
acquisition 

LST (oC) Correlation  
coefficients 

for LST-
NDWI  

relationship 

Min. Max. Mean Std. 

Pre-
monsoon 1991-92 23.81 36.27 31.54 1.52 0.13 
 1995-96 24.54 41.07 34.64 1.89 0.12 
 1999-00 26.36 42.23 36.38 1.93 0.33 
 2004-05 26.95 44.07 38.01 2.19 0.29 
 2009-10 28.81 46.48 39.60 2.54 0.26 
 2014-15 31.93 48.22 41.28 1.75 0.29 
 2018-19 33.46 51.11 43.74 1.75 0.35 

 Average 27.98 44.21 37.88 1.94 0.25 
Monsoon 1991-92 19.87 30.83 25.74 1.41 0.26 
 1995-96 21.21 33.01 26.50 1.33 0.36 
 1999-00 22.76 35.91 27.81 1.34 0.48 
 2004-05 24.17 36.20 31.32 1.33 0.38 
 2009-10 25.94 38.38 33.06 2.40 0.31 
 2014-15 27.74 40.15 34.87 1.68 0.33 
 2018-19 30.59 41.98 37.30 1.13 0.36 
 Average 24.61 36.64 30.94 1.52 0.34 

Post-
monsoon 1991-92 19.72 29.56 24.32 1.72 0.35 
 1995-96 20.42 30.33 25.12 1.34 0.45 
 1999-00 22.41 33.47 26.84 1.91 0.26 
 2004-05 23.03 35.25 28.01 1.71 0.34 
 2009-10 24.62 37.91 30.26 1.60 0.47 
 2014-15 26.24 38.22 31.68 1.12 0.49 
 2018-19 28.92 41.28 33.70 1.34 0.55 
 Average 23.62 35.15 28.56 1.53 0.42 
Winter 1991-92 18.22 28.33 23.29 1.22 0.05 
 1995-96 20.08 28.68 24.40 1.04 -0.03 
 1999-00 20.44 32.80 25.21 1.81 -0.08 
 2004-05 21.08 33.21 26.47 1.25 -0.03 
 2009-10 22.06 34.36 27.98 1.23 0.11 
 2014-15 22.80 36.21 28.90 1.39 0.03 
 2018-19 24.31 38.36 30.46 1.37 0.21 
 Average 21.28 33.14 26.67 1.33 0.57 

 

It is seen from Fig. 2 that in 2018-19, more than 90% 
of the area in the pre-monsoon season was above 38oC 
LST. The result is different in the winter season, where 
no area of the city was above 38°C LST. In 1991-92, 
almost 90% of the area was below 24°C LST in the 
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winter season. Monsoon and post-monsoon seasons 
indicate a moderate range of LST. The mean LST of the 
study area was gradually increased between 1991-92 
and 2018-19. The conversion of other lands into the 
built-up area and bare land influences a lot on the mean 
LST of the city. Both the changed and unchanged built-
up area and bare land suffer from the increasing trend 
of LST. These results significantly present the influence 
of climate shift in Raipur City.  

Fig. 3 shows the seasonal variation in the spatial 
distribution of NDWI from 1991-92 to 2018-19. The 
high and low NDWI regions were seasonally stable since 
the 1991-92 sessions. Only the values of NDWI were 
changed, whereas the overall distributional pattern of 
NDWI remains almost unchanged. The central part of 
the city always presents a higher NDWI value. A lower 
NDWI value is seen throughout the periphery of the city. 
 

 

 
Figure 2. Spatial distribution of LST from 1991-92 to 2018-19: (a1-a7) pre-monsoon season (b1-b7) monsoon season 
(c1-c7) post-monsoon season (d1-d7) winter season 

 
Figure 3. Spatial distribution of NDWI from 1991-92 to 2018-19: (a1-a7) pre-monsoon season (b1-b7) monsoon 
season (c1-c7) post-monsoon season (d1-d7) winter season 
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3.3. Relationship between LST and various types of 
LULC 

 

The LST of the study area significantly depends upon 
the LULC types. Generally, the area with green 
vegetation has low LST value; the built-up areas and 
bare lands have moderate to high LST value, and the 
water bodies are characterised by a low to moderate 
range of LST. In the pre-monsoon season, the built-up 
area and bare land have comparatively high LST than 
the other LULC types. But in the winter season, these 
areas have comparatively low to moderate LST due to 
low emissivity. Green areas and water areas are 
characterised by a relatively stable range of low LST 
values.  

Fig. 4 presents the temporal changes of LST on 
various categories of LULC. Vegetation and water 
surface increases the LST, while bare land/built-up 
surface decreases LST. Most of the converted lands are 
built-up or bare land. Consequently, the built-up/bare 
land surfaces increase, while vegetation and water 
surface decrease in a significant amount. Land 
conversion is the main responsible factor for the 
seasonal change of mean LST. As a result, the mean LST 
significantly increased (1.60oC in pre-monsoon, 5.34oC 
in monsoon, 4.76oC in post-monsoon, and 1.08oC in 
winter season) from 1991-92 to 2018-19.  
 

3.4. Seasonal contrast on LST-NDWI relationship  
 

Table 5 shows the seasonal contrast of LST-NDWI 
relationships on different LULC types in winter, pre-
monsoon, monsoon, and post-monsoon season, 
respectively. Here, only three types of LULC were 
considered, i.e., (1) vegetation, (2) water bodies, and (3) 
built-up area and bare land. On water bodies, the LST-
NDWI relationship is moderate negative for any season. 
NDWI is a water index that is frequently used in water 
body extraction. On the bare land and built-up area of 
the study area, the correlation is a weak positive for all 
four seasons. On green vegetation, the relationship is 
strong positive (pre-monsoon) to moderate positive 
(monsoon and post-monsoon), and weak moderate 
positive (winter). The pre-monsoon season has a strong 
positive LST-NDWI correlation on the green vegetation 
(0.67), a weak positive correlation on the bare land and 
built-up area (0.24), and a moderate negative 
correlation on green vegetation (-0.49). In the monsoon 
season, the correlation is moderate positive on green 
vegetation (0.43), weak positive (0.21) on bare land and 
built-up area, whereas the correlation is moderate 
negative (-0.43) on water bodies. The post-monsoon 
season has a moderate to strong positive correlation 
(0.50) on green vegetation, a weak positive correlation 
(0.27) on the bare land and built-up area, and has a 
moderate negative correlation (-0.31) on water bodies. 
In winter season, the LST-NDWI correlation is weak 
positive (0.25) on green vegetation, weak positive 
(0.15) on built-up area and bare lands. Water bodies 
have a moderate negative (-0.45) correlation in the 
winter season.  

Fig. 5 represents a generalised view of the overall 
seasonal variation of LST-NDWI relationships for the 

whole of the study area. The relationship was positive in 
the three seasons except for the winter, where it was 
mostly negative along with some positive values. It can 
be concluded from Fig. 5 that the post-monsoon season 
reveals the best correlation, followed by the monsoon 
and pre-monsoon seasons. There was practically no 
such relationship found in the winter season. It was 
mainly due to the high intensity of moisture content in 
the air. Dry seasons (winter and pre-monsoon) reduce 
the strength of the correlation, while the wet seasons 
(post-monsoon and monsoon) enhance the strength of 
the LST-NDWI correlation. 
 

 
Figure 4. Seasonal variability of mean LST on various 
categories of LULC: (a) pre-monsoon (b) monsoon (c) 
post-monsoon (d) winter 
 

Table 5.Seasonal contrast in the LST-NDWI relationship 
on different types of LULC (significant at 0.05 level). 

 Pre-monsoon Monsoon 

Year Vegetation 

Built-
up/bare 

land 
Water 
bodies Vegetation 

Built-
up/bare 

land 
Water 
bodies 

1991-92 0.57 0.08 -0.55 0.23 0.11 -0.41 
1995-96 0.60 0.14 -0.49 0.25 0.10 -0.31 
1999-00 0.76 0.31 -0.51 0.37 0.29 -0.28 
2004-05 0.70 0.14 -0.40 0.33 0.07 -0.35 
2009-10 0.73 0.35 -0.46 0.59 0.30 -0.31 
2014-15 0.61 0.33 -0.46 0.56 0.34 -0.28 
2018-19 0.70 0.35 -0.59 0.65 0.27 -0.42 

 0.67 0.24 -0.49 0.43 0.21 -0.33 
 Post-monsoon Winter 

Year Vegetation 

Built-
up/bare 
land 

Water 
bodies Vegetation 

Built-
up/bare 
land 

Water 
bodies 

1991-92 0.55 0.19 -0.26 0.39 0.16 -0.49 
1995-96 0.57 0.23 -0.22 0.23 0.14 -0.46 
1999-00 0.51 0.34 -0.27 0.23 0.10 -0.43 
2004-05 0.48 0.28 -0.38 0.19 0.14 -0.55 
2009-10 0.49 0.27 -0.45 0.25 0.21 -0.47 
2014-15 0.46 0.26 -0.32 0.22 0.11 -0.39 
2018-19 0.44 0.32 -0.28 0.26 0.18 -0.34 
 0.50 0.27 -0.31 0.25 0.15 -0.45 

 

 
Figure 5. Seasonal contrast on the LST-NDWI 
relationship for the whole of the study area (significant 
at 0.05 level) 

 

The present study indicates that LST builds an 
insignificant correlation with NDWI in Raipur City, India 
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from 1991-92 to 2018-19 in four different seasons (pre-
monsoon, monsoon, post-monsoon, and winter). The 
result is reliable and significant compared to the other 
similar studies using Landsat data conducted on the 
cities from different parts of the world in recent years. 
NDWI and LST built an insignificant correlation when 
considering the whole urban area in Wuhan City of 
China (Wu et al. 2019). Choudhury et al. (2019) showed 
a negative correlation of the LST-NDWI relationship on 
the water bodies in the Asansol-Durgapur Development 
Region, India. LST and NDWI produced a negative 
correlation on the water bodies of Nanchang City, China 
(Zhang et al. 2017). A significant negative relationship 
was found between LST and NDWI on the water bodies 
in Shenzhen City, China (Chen et al. 2006). The present 
result shows a significant and stable negative 
correlation (-0.49, -0.34, -0.31, and -0.45 in pre-
monsoon, monsoon, post-monsoon, and winter seasons, 
respectively) between LST and NDWI on the water 
bodies throughout the period.  

 

4. CONCLUSION 
 

The present study investigates the temporal and 
seasonal relationship of LST and NDWI in Raipur City, 
India using sixty-four Landsat datasets of four different 
seasons (pre-monsoon, monsoon, post-monsoon, and 
winter) for 1991-92, 1995-96, 1999-00, 2004-05, 2009-
10, 2014-15, and 2018-19. In general, the results show 
that the relationship between LST and NDWI is 
insignificant. The correlation is moderate positive in the 
post-monsoon (0.42) and monsoon (0.34) seasons, 
whereas it is found weak positive in pre-monsoon 
(0.25) and winter (0.03). The presence of high moisture 
content in the air and plants is the main responsible 
factor for high positivity. The LST-NDWI relationship 
varies for specific LULC types. The water bodies reflect a 
moderate negative correlation of LST-NDWI in all the 
four seasons (-0.49 in pre-monsoon, -0.34 in monsoon, -
0.31 in post-monsoon, and -0.45 in winter). On green 
vegetation, this LST-NDWI correlation is also strong 
positive in pre-monsoon (0.67), moderate positive in 
monsoon (0.43) and post-monsoon (0.50), weak 
positive in winter (0.25). The built-up area and bare 
land build a weak positive correlation of LST-NDWI in 
all the four seasons (0.24 in pre-monsoon, 0.21 in 
monsoon, 0.27 in post-monsoon, and 0.15 in winter). All 
the four seasons have an insignificant correlation for all 
LULC types (0.14 in pre-monsoon, 0.10 in monsoon, 
0.15 in post-monsoon, and -0.02 in winter). The high 
percentage of urban vegetation and urban water bodies 
can promote the ecological health of a rapidly growing 
city like Raipur. Thus, this research work can be an 
effective one for the future town and country planners.  
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Abstract  

The present study analyzes the seasonal variability of the relationship between the land surface 
temperature (LST) and normalized difference bareness index (NDBaI) on different land use/land 
cover (LULC) in Raipur City, India by using sixty-five Landsat images of four seasons (pre-monsoon, 
monsoon, post-monsoon, and winter) of 1991-1992, 1995-1996, 1999-2000, 2004-2005, 2009-2010, 
2014-2015, and 2018-2019. The results show that the post-monsoon season indicates the best 
correlation (0.59), followed by the monsoon (0.56), pre-monsoon (0.47), and winter (0.44) season. 
The water bodies reflect a strongly positive correlation in all the four seasons (0.65 in pre-monsoon, 
0.51 in monsoon, 0.53 in post-monsoon, and 0.62 in winter). On green vegetation, this correlation is 
also strongly positive in monsoon (0.57), post-monsoon (0.62), and winter (0.55), whereas it is 
moderate positive in pre-monsoon (0.37) season. The built-up area and bare land build a moderate 
positive correlation in all the four seasons (0.35 in pre-monsoon, 0.43 in monsoon, 0.48 in post-
monsoon, and 0.39 in winter). Among the four seasons, the post-monsoon season builds the best 
correlation for all LULC types, whereas the pre-monsoon season has the least correlation. This 
research work is beneficial for land use and environmental planning of any city under similar climatic 
conditions.  

Keywords: Landsat; Land surface temperature (LST); Land use/land cover (LULC);  
Normalized difference bareness index (NDBaI). 

 
1. Introduction 

Land surface temperature (LST) is a significant factor in analyzing the bio-geochemical functions 
of the land surface features (Tomlinson et al. 2011; Hao et al. 2016; Guha 2017). Green plants, 
wetlands, and water bodies generate low LST, whereas human settlement, and bare land surface 
produce high LST in the summer season of tropical areas (Chen et al. 2006; Guha et al. 2020). Thus, 
LST related studies are quite important in the ecological planning of the recent urban agglomerations 
(Li et al. 2016). Normalized difference bareness index (NDBaI) is the most popular index for bare 
land extraction that is invariably used in LULC and LST related studies (Zhao and Chen 2005; Chen 
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et al. 2006; Weng and Quattrochi 2006; Essa et al. 2012; Chen et al. 2013; Guha et al. 2019; Yuan et 
al. 2017).  

Several research articles presented the LST-NDBaI relationship in different parts of the world. As-
Syakur et al. (2012) investigates various bareness indices for bare land mapping in Denpasar of Bali, 
Indonesia. Ahmed (2013) used NDBaI along with other LULC indices to simulate the land surface 
changes and their impact on LST in Dhaka, Bangladesh. Sharma et al. (2013) examined the 
relationship between LST and NDBaI in Surat City of India. Guo et al. (2014) estimated sub-pixel 
LST and built a relationship between LST and NDBaI in Guangzhou core urban area of China. Ali et 
al. (2017) compared the relationship of LST with NDBaI and other LULC indices in London and 
Baghdad cities. Macarof et al. (2017) investigated the relationship between LST and NDBaI in Iaşi 
Municipality Area of eastern Romania from 2013 to 2016 by using Landsat 8 data. Alibakshi et al. 
(2019) investigated the relationship between NDBaI and LST from 2001 to 2015 in Tehran and its 
satellite cities in Iran by the geographically weighted regression model using Landsat 7 data. 
Alexander (2020) evaluated the LST-NDBaI relationship in Aarhus City of Denmark by using 
Landsat 8 data. Jain et al. (2020) investigated the LST-NDBaI relationship in Nagpur City, India from 
2000 to 2015 by using Landsat data. 

The nature of LST and NDBaI changes due to the seasonal changes of various atmospheric 
components. Thus, to reveal the characteristics of seasonal variation of the LST-NDBaI relationship 
in a tropical city, we have selected the Raipur City of Chhattisgarh State in India. The main aim of 
the study is to determine the seasonal variation of LST-NDBaI relationship on different LULC types. 
The study will be a beneficial one ecological planning and management. The seasonal LST-NDBaI 
relationship means the relationship between LST and NDBaI in different seasons like pre-monsoon, 
monsoon, post-monsoon, and winter. It is determined by using a number of Landsat satellite data of 
these four aforesaid seasons from 1991-92 to 2018-19. The study tries to establish a long-term 
relationship between LST and NDBaI for various seasons and also on different types land use/land 
cover. No such type of study has been conducted on this city before the work. The study is beneficial 
for ecological planning because it focuses on the LST-NDBaI relationship on different LULC types.     

 

2. Study area and data 

Figure 1 shows the geographical location of Raipur city of India which extends from 21o11'22"N 
to 21o20'02"N and from 81o32'20"E to 81o41'50"E. The city covers an area of around 165 km2. The 
upper left corner of the figure presents the outline map of India where Chhattisgarh State is located 
in the middle part (http://www.surveyofindia.gov.in). The lower left corner of the figure presents the 
outline map of Chhattisgarh State with districts (http://www.surveyofindia.gov.in). The upper right 
corner of the figure represents the false colour composite (FCC) image of Raipur city 
(https://raipur.gov.in) from recent Landsat 8 OLI/TIRS data of 22 October 2018 
(https://www.earthexplorer.usgs.gov). The lower right corner of the figure indicates the digital 
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elevation map (DEM) of Raipur city produced by the ArcGIS software using the last available 
ASTER DEM data of 11 October 2011 (https://www.earthexplorer.usgs.gov). The city is 
characterised by the tropical dry and wet type of climate (http://www.imdraipur.gov.in). The mean 
monthly temperature ranges from 12oC to 42oC. May presents the highest average temperature (35oC), 
while December presents the lowest average temperature (20oC). The highest average rainfall (327 
mm) is observed in July. March, April, and May are considered as the summer or pre-monsoon 
months.  

Table 1 shows the Landsat data sets used in this study. LST was retrieved through the TIR bands 
of Landsat data sets [band 6 for Landsat 5 Thematic Mapper (TM) and Landsat 7 Enhanced Thematic 
Mapper Plus (ETM+) data, whereas band 10 for Landsat 8 Operational Land Imager (OLI)/ Thermal 
Infrared Sensors (TIRS) data]. The whole study was performed by using ArcGIS 9.3 software. 
Landsat 8 TIRS dataset has two TIR bands (bands 10 and 11) in which band 11 has a larger calibration 
uncertainty. Thus, only TIR band 10 data (100 m resolution) has been recommended for the present 
study (Barsi et al. 2014). The TIR band of Landsat 5 TM data and Landsat 7 ETM+ data is band 6. 
The TIR bands of each Landsat sensors have been resampled to 30 m x 30 m pixel size by the data 
provider (EROS) using the cubic convolution resampling method.  
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Figure 1. Location of the study area. 
  



South African Journal of Geomatics, Vol. 10. No. 2, August 2021 

167 

 

Table 1: Specification of Landsat data sets. 
Landsat scene ID Date of 

acquisition 
Time 

(UTC) 
Sun 

elevation 
(o) 

Sun 
azimuth 

(o) 
 

Cloud 
cover 
(%) 

Earth-Sun 
distance 

(astronomical 
unit) 

Resolution of 
TIR bands 

(m) 

LT51420451991077ISP00 18-Mar-91 04:17:34 48.58 118.92 0 0.99 120 
LT51420451991093ISP00 03-Apr-91 04:17:46 53.04 111.64 0 0.99 120 
LT51420451991141ISP00 21-May-91 04:18:39 59.93 87.09 1 1.01 120 
LT51420451991269ISP01 26-Sep-91 04:20:03 52.47 123.30 13 1.00 120 
LT51420451991285BKT02 12-Oct-91 04:20:12 42.22 131.85 6 0.99 120 
LT51420451991317ISP00 13-Nov-91 04:20:19 41.53 142.35 1 0.99 120 
LT51420451992016ISP00 16-Jan-92 04:20:22 35.26 139.03 3 0.98 120 
LT51420451992032BKT01 01-Feb-92 04:20:27 37.41 135.03 0 0.98 120 
LT51420451992048ISP00 17-Feb-92 04:20:15 40.89 130.26 4 0.98 120 
LT51420451995104ISP01 14-Apr-95 04:05:06 52.75 103.75 0 1.00 120 
LT51420451995344BKT00 10-Dec-95 03:56:47 33.01 139.15 0 0.98 120 
LT51420451996027ISP00 27-Jan-96 04:00:14 33.31 132.27 0 0.98 120 
LT51420451996267ISP00 23-Sep-96 04:14:16 51.81 120.64 2 1.00 120 
LT51420451996283ISP00 09-Oct-96 04:15:07 48.92 129.53 0 0.99 120 
LT51420451996299ISP00 25-Oct-96 04:15:55 45.37 136.48 5 0.99 120 
LT51420451996315ISP00 10-Nov-96 04:16:41 41.61 141.11 7 0.99 120 
LE71420451999315SGS00 11-Nov-99 04:49:00 45.72 149.96 0 0.99 60 
LE71420452000030SGS00 30-Jan-00 04:48:55 41.46 142.31 0 0.98 60 
LE71420452000094SGS00 03-Apr-00 04:48:35 59.72 118.62 0 1.00 60 
LE71420452000126SGS00 05-May-00 04:48:20 65.97 98.50 0 1.00 60 
LE71420452000270SGS00 26-Sep-00 04:46:33 57.21 131.59 6 1.00 60 
LE71420452000350SGS00 15-Dec-00 04:46:31 38.94 150.22 0 0.98 60 
LT51420452004081BKT00 21-Mar-04 04:35:14 53.26 121.40 0 0.99 120 
LT51420452004113BKT00 22-Apr-04 04:36:01 61.43 104.47 1 1.00 120 
LT51420452004145BKT00 24-May-04 04:36:54 64.25 86.72 0 1.00 120 
LT51420452004161BKT00 09-Jun-04 04:37:23 63.98 81.78 9 1.01 120 
LT51420452004273BKT00 29-Sep-04 04:40:16 55.47 131.40 9 1.00 120 
LT51420452004289BKT00 15-Oct-04 04:40:36 51.63 139.65 4 0.99 120 
LT51420452004321BKT00 16-Nov-04 04:41:11 43.41 148.58 0 0.98 120 
LT51420452004337BKT00 02-Dec-04 04:41:33 40.14 149.58 0 0.98 120 
LT51420452004353BKT00 18-Dec-04 04:41:52 38.12 148.74 0 0.98 120 
LT51420452005019BKT00 19-Jan-05 04:42:17 38.92 143.21 0 0.98 120 
LT51420452005035BKT00 04-Feb-05 04:42:29 41.74 139.16 0 0.98 120 
LT51420452009062KHC01 03-Mar-09 04:42:22 49.04 130.64 0 0.99 120 
LT51420452009078KHC00 19-Mar-09 04:42:44 54.10 124.40 2 0.99 120 
LT51420452009094BKT00 04-Apr-09 04:43:05 58.86 116.70 0 1.00 120 
LT51420452009110BKT00 20-Apr-09 04:43:24 62.67 107.39 0 1.00 120 
LT51420452009126BKT00 06-May-09 04:43:42 65.03 97.25 0 1.00 120 
LT51420452009142KHC00 22-May-09 04:44:00 65.88 88.22 1 1.00 120 
LT51420452009174KHC00 23-Jun-09 04:44:35 64.96 80.76 0 1.00 120 
LT51420452009286KHC00 13-Oct-09 04:46:12 53.04 140.48 0 0.99 120 
LT51420452009302BKT00 29-Oct-09 04:46:20 48.72 146.41 0 0.99 120 
LT51420452009350KHC00 16-Dec-09 04:46:44 38.90 150.21 1 0.99 120 
LT51420452010017KHC00 17-Jan-10 04:46:55 39.27 144.86 6 0.99 120 
LT51420452010033KHC00 02-Feb-10 04:46:59 41.92 140.89 0 0.98 120 
LT51420452010049KHC00 18-Feb-10 04:47:02 45.89 136.27 7 0.98 100 
LC81420452014076LGN01 17-Mar-14 04:56:36 55.95 129.38 0 0.99 100 
LC81420452014092LGN01 02-Apr-14 04:56:19 60.91 121.72 0 0.99 100 
LC81420452014140LGN01 20-May-14 04:55:38 68.56 90.40 5 1.01 100 
LC81420452014156LGN01 05-Jun-14 04:55:45 68.38 83.30 0 1.01 100 
LC81420452014316LGN01 12-Nov-14 04:56:21 46.22 152.46 7 0.98 100 
LC81420452014364LGN01 30-Dec-14 04:56:09 39.34 150.83 0 0.98 100 
LC81420452015015LGN01 15-Jan-15 04:56:09 40.22 147.71 0 0.98 100 
LC81420452015031LGN01 31-Jan-15 04:56:04 42.76 143.86 0 0.98 100 
LC81420452015047LGN01 16-Feb-15 04:55:55 46.67 139.41 0 0.98 100 
LC81420452018071LGN00 12-Mar-18 04:55:43 54.19 131.16 2 0.99 100 
LC81420452018087LGN00 28-Mar-18 04:55:36 59.29 124.07 0 0.99 100 
LC81420452018135LGN00 15-May-18 04:55:08 68.27 93.32 0 1.01 100 
LC81420452018167LGN00 16-Jun-18 04:55:01 67.74 81.10 2 1.01 100 
LC81420452018279LGN00 06-Oct-18 04:55:53 56.39 140.40 0 0.99 100 
LC81420452018295LGN00 22-Oct-18 04:55:59 51.96 147.33 0 0.99 100 
LC81420452018311LGN00 07-Nov-18 04:56:03 47.49 151.56 0 0.99 100 
LC81420452018359LGN00 25-Dec-18 04:55:59 39.40 151.57 0 0.98 100 
LC81420452019042LGN00 11-Feb-19 04:55:52 45.33 140.84 0 0.98 100 
LC81420452019058LGN00 27-Feb-19 04:55:48 49.94 135.93 4 0.99 100 
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3. Methodology 

3.1. Retrieving LST from Landsat data 

In this study, the mono-window algorithm was applied to retrieve LST from multi-temporal 
Landsat satellite sensors where three necessary parameters are ground emissivity, atmospheric 
transmittance, and effective mean atmospheric temperature (Qin et al. 2001; Weng et al. 2004; Wang 
et al. 2016; Sekertekin and Bonafoni 2020). At first, the original TIR bands (100 m resolution for 
Landsat 8 OLI/TIRS data, 120 m resolution for Landsat 5 TM data and Landsat 7 ETM+ data) were 
resampled into 30 m by USGS data centre for further application.  

The TIR pixel values are firstly converted into radiance from digital number (DN) values. 
Radiance for TIR band of Landsat 5 TM data and Landsat 7 ETM+ data is obtained using equation 
[1] (USGS):  

𝐿𝐿𝜆𝜆 = � 𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀−𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀−𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀

� ∗ [𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿 − 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀] + 𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝜆𝜆     [1] 

where, 𝐿𝐿𝜆𝜆 is Top of Atmosphere (TOA) spectral radiance (Wm-2sr-1mm-1), 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿 is the quantized 
calibrated pixel value in DN, 𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝜆𝜆 (Wm-2sr-1mm-1) is the spectral radiance scaled to 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀, 
𝐿𝐿𝑀𝑀𝑄𝑄𝑀𝑀𝜆𝜆 (Wm-2sr-1mm-1) is the spectral radiance scaled to 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑄𝑄𝑀𝑀, 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀 is the minimum 
quantized calibrated pixel value in DN and 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑄𝑄𝑀𝑀 is the maximum quantized calibrated pixel 
value in DN. 𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝜆𝜆, 𝐿𝐿𝑀𝑀𝑄𝑄𝑀𝑀𝜆𝜆, 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀, and 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿𝑀𝑀𝑄𝑄𝑀𝑀values are obtained from the metadata file of 
Landsat TM and ETM+ data. Radiance for Landsat 8 TIR band is obtained from equation [2] (Zanter 
2019):  

𝐿𝐿𝜆𝜆 = 𝑀𝑀𝐿𝐿 .𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿 + 𝑄𝑄𝐿𝐿       [2] 

where, 𝐿𝐿𝜆𝜆 is the TOA spectral radiance (Wm-2sr-1mm-1), 𝑀𝑀𝐿𝐿 is the band-specific multiplicative 
rescaling factor from the metadata, 𝑄𝑄𝐿𝐿 is the band-specific additive rescaling factor from the metadata, 
𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿is the quantized and calibrated standard product pixel values (DN). All of these variables can be 
retrieved from the metadata file of Landsat 8 data. 

For Landsat 5 data, the reflectance value is obtained from radiances using equation [3] (USGS): 

𝜌𝜌𝜆𝜆 = 𝜋𝜋.𝐿𝐿𝑀𝑀.𝑑𝑑2

𝐸𝐸𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀.𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑠𝑠
       [3] 

where, 𝜌𝜌𝜆𝜆is unitless planetary reflectance, 𝐿𝐿𝜆𝜆 is the TOA spectral radiance (Wm-2sr-1µm-1), 𝑑𝑑is 
Earth-Sun distance in astronomical units, 𝐸𝐸𝐸𝐸𝐸𝐸𝑁𝑁𝜆𝜆 is the mean solar exo-atmospheric spectral 
irradiances (Wm-2µm-1) and 𝜃𝜃𝑐𝑐 is the solar zenith angle in degrees. 𝐸𝐸𝐸𝐸𝐸𝐸𝑁𝑁𝜆𝜆 values for each band of 
Landsat 5 and 7 data can be obtained from the handbooks of the related mission. 𝜃𝜃𝑐𝑐 and 𝑑𝑑values can 
be attained from the metadata file. 
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For Landsat 8 data, reflectance conversion can be applied to DN values directly as in equation [4] 
(Zanter 2019): 

𝜌𝜌𝜆𝜆 = 𝑀𝑀𝜌𝜌.𝑄𝑄𝐶𝐶𝑀𝑀𝐶𝐶+𝑄𝑄𝜌𝜌
𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑆𝑆𝑆𝑆

       [4] 

where, 𝑀𝑀𝜌𝜌 is the band-specific multiplicative rescaling factor from the metadata, 𝑄𝑄𝜌𝜌is the band-
specific additive rescaling factor from the metadata, 𝑄𝑄𝑄𝑄𝑄𝑄𝐿𝐿 is the quantized and calibrated standard 
product pixel values (DN) and 𝜃𝜃𝐸𝐸𝐸𝐸is the local sun elevation angle from the metadata file. 

Equation [5] is used to convert the spectral radiance to at-sensor brightness temperature (Wukelic 
et al. 1989; Chen et al. 2006): 

𝑇𝑇𝑏𝑏 = 𝐾𝐾2
𝑙𝑙𝑠𝑠(𝐾𝐾1𝐶𝐶𝑀𝑀

+1)
                              [5] 

where, 𝑇𝑇𝑏𝑏is the brightness temperature in Kelvin (K), 𝐿𝐿𝜆𝜆 is the spectral radiance in Wm-2sr-1mm-1; 
𝐾𝐾2and 𝐾𝐾1are calibration constants. For Landsat 8 data, 𝐾𝐾1 is 774.89, 𝐾𝐾2 is 1321.08 (Wm-2sr-1mm-1). 
For Landsat 7 data, 

𝐾𝐾1
 is 666.09, 

𝐾𝐾2

 is 1282.71 (Wm-2sr-1mm-1). For Landsat 5 data, 𝐾𝐾1 is 607.76, 𝐾𝐾2 
is 1260.56 (Wm-2sr-1mm-1).  

The land surface emissivity𝜀𝜀, is estimated from equation [6] using the NDVI Thresholds Method 
(Sobrino et al. 2001; 2004).  

𝜀𝜀 = 𝜀𝜀𝑣𝑣𝐹𝐹𝑣𝑣 + 𝜀𝜀𝑐𝑐(1 − 𝐹𝐹𝑣𝑣) + 𝑑𝑑𝜀𝜀                          [6] 

where, 𝜀𝜀 is land surface emissivity, 𝜀𝜀𝑣𝑣 is vegetation emissivity, 𝜀𝜀𝑐𝑐is soil emissivity, 𝐹𝐹𝐹𝐹is fractional 
vegetation, 𝑑𝑑𝜀𝜀is the effect of the geometrical distribution of the natural surfaces and internal 
reflections that can be expressed by equation [7]:  

𝑑𝑑𝜀𝜀 = (1 − 𝜀𝜀𝑐𝑐)(1 − 𝐹𝐹𝑣𝑣)𝐹𝐹𝜀𝜀𝑣𝑣                                           [7] 

where, 𝜀𝜀𝑣𝑣 is vegetation emissivity, 𝜀𝜀𝑐𝑐is soil emissivity, 𝐹𝐹𝐹𝐹is fractional vegetation, 𝐹𝐹is a shape 
factor whose mean is 0.55, the value of 𝑑𝑑𝜀𝜀may be 2% for mixed land surfaces (Sobrino et al. 2004).  

The fractional vegetation𝐹𝐹𝑣𝑣, of each pixel, is determined from the NDVI using equation [8] 
(Carlson and Repley 1997): 

2

m
                          

m m

I (8)
I I

in
v

ax in

NDVI NDVF
NDV NDV

 −
=  − 

 [8] 

where, (𝑎𝑎)𝑁𝑁𝑁𝑁𝑁𝑁 𝐼𝐼 < 0.2 for bare soil; (𝑏𝑏)𝑁𝑁𝑁𝑁𝑁𝑁 𝐼𝐼 > 0.5 for vegetation; (𝑐𝑐)0.2 <= 𝑁𝑁𝑁𝑁𝑁𝑁 𝐼𝐼 < = 0.5 
for mixed land with bare soil and vegetation (Sobrino et al. 2001; 2004).  

Finally, the land surface emissivity 𝜀𝜀 can be expressed by equation [9]:  

𝜀𝜀 = 0.004 ∗ 𝐹𝐹𝑣𝑣 + 0.986                       [9] 

where, 𝜀𝜀 is land surface emissivity, 𝐹𝐹𝐹𝐹is fractional vegetation. 
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Water vapour content is estimated by equation [10] (Yang and Que 1996; Li 2006): 

𝑤𝑤 = 0.0981 ∗ �10 ∗ 0.6108 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 �17.27∗(𝑇𝑇0−273.15)
237.3+(𝑇𝑇0−273.15)� ∗ 𝑅𝑅𝑅𝑅� + 0.1697           [10] 

where, 𝑤𝑤is the water vapour content (g/cm2), 𝑇𝑇0is the near-surface air temperature in Kelvin (K), 
𝑅𝑅𝑅𝑅 is the relative humidity (%). These parameters of atmospheric profile are obtained from the 
Meteorological Centre, Raipur (http://www.imdraipur.gov.in). Atmospheric transmittance is 
determined for Raipur City using equation [11] (Qin 2001; Sun 2010): 

𝜏𝜏 = 1.031412 − 0.11536𝑤𝑤                          [11] 

where, 𝜏𝜏is the total atmospheric transmittance, 𝑤𝑤is the water vapour content (g/cm2). 

Raipur City is located in the tropical region. Thus, equation [12] is applied to compute the effective 
mean atmospheric transmittance of Raipur (Qin 2001; Sun 2010): 

𝑇𝑇𝑎𝑎 = 17.9769 + 0.91715𝑇𝑇0                         [12] 
LST is retrieved from Landsat 5 TM and Landsat 8 OLI/TIRS satellite data by using equations 

[13-15] (Qin 2001): 

𝑇𝑇𝑐𝑐 = [𝑎𝑎(1−𝑄𝑄−𝐷𝐷)+(𝑏𝑏(1−𝑄𝑄−𝐷𝐷)+𝑄𝑄+𝐷𝐷)𝑇𝑇𝑏𝑏−𝐷𝐷𝑇𝑇𝑎𝑎]
𝑄𝑄

          [12]
 

𝑄𝑄 = 𝜀𝜀𝜏𝜏                                                      [13]
 

𝑁𝑁 = (1 − 𝜏𝜏)[1 + (1 − 𝜀𝜀)𝜏𝜏]                          [14] 

where, 𝜀𝜀is the land surface emissivity, 𝜏𝜏is the total atmospheric transmittance, 𝑄𝑄 and 𝑁𝑁 are internal 
parameters based on atmospheric transmittance and land surface emissivity, 𝑇𝑇𝑏𝑏is the at-sensor 
brightness temperature, 𝑇𝑇𝑎𝑎is the mean atmospheric temperature, 𝑇𝑇0is the near-surface air temperature, 
𝑇𝑇𝑐𝑐is the land surface temperature, 𝑎𝑎 = −67.355351, 𝑏𝑏 = 0.458606. 

 

3.2. Extraction of different types of LULC by using NDBaI  

In this study, special emphasis has been given on NDBaI for determining the relationship with 
LST (Chen et al. 2006; Zhao and Chen 2005). NDBaI is determined by the short wave infrared 
(SWIR) and thermal infrared (TIR) bands. For, Landsat 5 TM and Landsat 7 ETM+ data, band 5 is 
used as the SWIR band and band 6 is used as TIR band, respectively. For Landsat 8 OLI and TIRS 
data, band 6 and band 10 are used as the TIR bands, respectively (Table 2). The value of NDBaI is 
ranged between −1 and +1. Generally, the positive value of NDBaI indicates the bare land (Table 2). 
The bareness increases with the increase of the positive NDBaI. NDBaI value ranges between -0.2 to 
0 shows the built-up area, whereas NDBaI > 0 shows the bare land [3]. NDBaI is also used to extract 
other LULC types, e.g., vegetation (NDBaI < -0.25), and water bodies (NDBaI < -0.65). LULC maps 
have been generated using the aforesaid threshold limits of NDBaI and the results have been validated 
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by the maximum likelihood classification. The average calculated values of the Kappa coefficient 
and overall accuracy for all the images are 0.91 and 92.19%, respectively.  

 
Table 2. Description of NDBaI and its threshold values used for extracting the various types of 

LULC. 

Acronym Description Formulation References 

Threshold limits of NDBaI for extracting 
different LULC types 

Vegetation Water 
bodies  

Built-up 
area  

Bare 
land 

NDBaI 
Normalized 
difference  

bareness index 
 

Zhao and Chen 
2005; Chen et al. 

2006 
< -0.25 < -0.65 -0.2 - 0 > 0 

 

4. Results and discussion 

4.1. Extraction of LULC types using NDBaI 
Figure 2 shows the LULC maps of the post-monsoon Landsat images of different years. LULC 

maps have been generated using the threshold limits of NDBaI. In 1991-92, the built-up area and bare 
land were mainly found in the central part of the Raipur City. The northwest portion of the city has 
been urbanized rapidly from 1991-92 to 2004-05 as the percentage of urban vegetation has been 
declined due to the conversion into built-up areas. After 2004-05, the green areas have been reduced 
at an alarming rate as most of the parts of the city have been converted into bare land and built-up 
area. Only the east and the southwest parts were covered by urban vegetation. Water bodies are the 
most stable LULC type in the study area. Green vegetation has been decreased in a very significant 
amount (76.80 km2) from 1991-92 to 2018-19. On the other hand, the built-up area and bare land 
have been increased at a very high rate (78.37 km2 in 27 years) due to rapid land conversion. 

 

 

Figure 2. LULC maps of the study area for the following years: (a) 1991-92 (b) 1995-96 (c) 1999-
00 (d) 2004-05 (e) 2009-10 (f) 2014-15 (g) 2018-19. 
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4.2. Characteristics of the spatial distribution of LST and NDBaI  
There is a prominent seasonal variation of different periods that occurred in mean and standard 

deviation (STD) values of LST (Table 3). The winter season indicates the lowest mean LST values 
for all the years, whereas the highest mean LST values are found in the pre-monsoon seasons during 
the entire span. From 1991-92 to 2018-19, the mean LST has increased in every season. The post-
monsoon season has the mean LST value nearer to the winter season, while monsoon season has a 
slightly high value of mean LST than the post-monsoon season. The average values of LST and the 
correlation coefficient of LST and NDBaI from 1991-92 to 2018-19 have been shown in grey shades 
inside Table 3.  

 
Table 3. Temporal and seasonal variation of LST values and Pearson's correlation coefficient values 

of LST-NDBaI relationship (significant al 0.05 level). 

 

The pre-monsoon season has the maximum values of mean LST (31.54oC in 1991-92, 34.64oC in 
1995-96, 36.38oC in 1999-00, 38.01oC in 2004-05, 39.60oC in 2009-10, 41.28oC in 2014-15, and 
43.74oC in 2018-19) (Figure 3), followed by monsoon (Figure 4), post-monsoon (Figure 5), and 

Season 
 

Year of 
acquisition 

LST (oC) Correlation coefficients 
for LST-NDBaI relationship Min. Max. Mean Std. 

Pre-monsoon 1991-92 23.81 36.27 31.54 1.52 0.58 
 1995-96 24.54 41.07 34.64 1.89 0.51 
 1999-00 26.36 42.23 36.38 1.93 0.49 
 2004-05 26.95 44.07 38.01 2.19 0.48 
 2009-10 28.81 46.48 39.60 2.54 0.43 
 2014-15 31.93 48.22 41.28 1.75 0.41 
 2018-19 33.46 51.11 43.74 1.75 0.40 
 Average 27.98 44.21 37.88 1.94 0.47 

Monsoon 1991-92 19.87 30.83 25.74 1.41 0.66 
 1995-96 21.21 33.01 26.50 1.33 0.54 
 1999-00 22.76 35.91 27.81 1.34 0.53 
 2004-05 24.17 36.20 31.32 1.33 0.54 
 2009-10 25.94 38.38 33.06 2.40 0.56 
 2014-15 27.74 40.15 34.87 1.68 0.50 
 2018-19 30.59 41.98 37.30 1.13 0.55 
 Average 24.61 36.64 30.94 1.52 0.56 

Post-monsoon 1991-92 19.72 29.56 24.32 1.72 0.69 
 1995-96 20.42 30.33 25.12 1.34 0.59 
 1999-00 22.41 33.47 26.84 1.91 0.57 
 2004-05 23.03 35.25 28.01 1.71 0.56 
 2009-10 24.62 37.91 30.26 1.60 0.58 
 2014-15 26.24 38.22 31.68 1.12 0.56 
 2018-19 28.92 41.28 33.70 1.34 0.57 
 Average 23.62 35.15 28.56 1.53 0.59 

Winter 1991-92 18.22 28.33 23.29 1.22 0.53 
 1995-96 20.08 28.68 24.40 1.04 0.48 
 1999-00 20.44 32.80 25.21 1.81 0.46 
 2004-05 21.08 33.21 26.47 1.25 0.44 
 2009-10 22.06 34.36 27.98 1.23 0.42 
 2014-15 22.80 36.21 28.90 1.39 0.41 
 2018-19 24.31 38.36 30.46 1.37 0.37 
 Average 21.28 33.14 26.67 1.33 0.44 



South African Journal of Geomatics, Vol. 10. No. 2, August 2021 

173 

winter (Figure 6) season. At the macro-level, the areas with high LST values show the urban heat 
island phenomenon. These areas have relatively high NDBaI values. At the micro-level, the high 
peaks of LST also presented the high peaks of NDBaI. The correlation coefficient values of Pearson's 
linear correlation between the LST and NDBaI are positive (for any year or season). The post-
monsoon season has the best mean (mean value of 1991-92, 1995-96, 1999-00, 2004-05, 2009-10, 
2014-15, and 2018-19) correlation coefficient value (0.59), followed by the monsoon (0.56), pre-
monsoon (0.48), and winter (0.44) season. It is seen from Figure 3 that in 2018-19, more than 90% 
of the area in the pre-monsoon season was above 40oC LST. The picture is different in the winter 
season, where no area of the city was above 40oC LST. In 1991-92, almost 90% of the area was below 
25oC LST in the winter season (Figure 6). The monsoon (Figure 4) and post-monsoon (Figure 5) 
seasons indicate a moderate range of LST. The mean LST of the study area has been gradually 
increased between 1991-92 and 2018-19. The conversion of other lands into the built-up area and 
bare land influences a lot on the mean LST of the city. Both the changed and unchanged built-up area 
and bare land suffer from the increasing trend of LST. These results significantly present the influence 
of climate change in Raipur City.  

 
 

 
 

Figure 3. Spatial distribution of LST in pre-monsoon season for the following years: (a) 1991-92 (b) 
1995-96 (c) 1999-00 (d) 2004-05 (e) 2009-10 (f) 2014-15 (g) 2018-19 2004-05 (e1-e4) 2009-10 (f1-

f4) 2014-15 (g1-g4) 2018-19. 
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Figure 4. Spatial distribution of LST in monsoon season for the following years: (a) 1991-92 (b) 1995-
96 (c) 1999-00 (d) 2004-05 (e) 2009-10 (f) 2014-15 (g) 2018-19 2004-05 (e1-e4) 2009-10 (f1-f4) 2014-

15 (g1-g4) 2018-19. 

 

 

Figure 5. Spatial distribution of LST in post-monsoon season for the following years: (a) 1991-92 (b) 
1995-96 (c) 1999-00 (d) 2004-05 (e) 2009-10 (f) 2014-15 (g) 2018-19 2004-05 (e1-e4) 2009-10 (f1-f4) 

2014-15 (g1-g4) 2018-19. 
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Figure 6. Spatial distribution of LST in winter season for the following years: (a) 1991-92 (b) 1995-
96 (c) 1999-00 (d) 2004-05 (e) 2009-10 (f) 2014-15 (g) 2018-19 2004-05 (e1-e4) 2009-10 (f1-f4) 

2014-15 (g1-g4) 2018-19. 
 

4.3. Seasonal variation on LST-NDBaI relationship 

Figure 7 (a-d) shows the seasonal variation of LST-NDBaI relationships on different LULC types 
in winter, pre-monsoon, monsoon, and post-monsoon season, respectively. Here, only three types of 
LULC are considered, i.e., (1) vegetation, (2) water bodies, and (3) built-up area and bare land. On 
water bodies, the LST-NDBaI relationship is strongly positive for any season. NDBaI is a bareness 
index that is frequently used in bare land extraction. On the bare land and built-up area of the study 
area, the correlation is a moderate positive for all four seasons. On green vegetation, the relationship 
is strong (monsoon, post-monsoon, and winter) to moderate (pre-monsoon) positive. The pre-
monsoon season (Figure 7 (a)) has a strong positive LST-NDBaI correlation on the water bodies 
(0.65) and a moderate positive correlation on green vegetation (0.37), bare land, and built-up area 
(0.35). In the monsoon season, the correlation is strongly positive on green vegetation (0.56) and 
water bodies (0.51), whereas the correlation is moderate positive (0.43) on bare land and built-up area 
(Figure 7 (b)). The post-monsoon season has a stable and strong positive correlation (correlation 
coefficient > 0.48) for any LULC categories throughout the period (Figure 7 (c)). The best correlation 
has been built on green vegetation (0.62), followed by the water bodies (0.53), bare land and built-up 
area (0.48). In winter (Figure 7 (d)), the LST-NDBaI correlation is strongly positive on water bodies 
(0.62) and green vegetation (0.54). Bare lands and built-up areas reflect the moderate positive (0.39) 
correlation in the winter season because at that time dry soil, exposed rock surface, and building 
materials get cooler than green vegetation and water bodies. Figure 7 (e) represents a generalized 



South African Journal of Geomatics, Vol. 10. No. 2, August 2021 

176 

view of the overall seasonal variation of LST-NDBaI relationships for the whole of the study area. 
The relationship is positive, irrespective of any season. It can be concluded from Figure 7 (e) that the 
post-monsoon season reveals the best correlation among all the four seasons. It is mainly because of 
the high intensity of moisture content in the air. Dry seasons (winter and pre-monsoon) reduce the 
strength of the correlation, while the wet seasons (post-monsoon and monsoon) enhance the strength 
of the LST-NDBaI correlation. 

The present study indicates that LST builds a stable and strong to moderate positive correlation 
with NDBaI in Raipur City, India throughout the study period. The result is comparable to the recently 
conducted other similar studies on the different urban agglomerations in the world. Essa et al (2012) 
have shown that NDBaI builds a positive correlation (0.39) with LST in the Greater Dublin region, 
Ireland. Chen and Zhang (2017) have shown the strong positive nature of the correlation coefficient 
of the LST-NDBaI relationship in a study performed in Kunming, China. A weak positive correlation 
between LST and NDBaI has been presented in London (0.086) and Baghdad (0.469) by Ali et al. 
(2017). This relationship was also positive (0.458) in Kolkata Metropolitan Area, India. The LST and 
NDBaI have built a weak negative correlation (-0.11) in Guangzhou, China. This correlation was 
weak positive (0.06) in Harare Metropolitan City, Zimbabwe. Sharma and Joshi (2016) have shown 
the moderate positive nature of LSI-NDBaI correlation in the National Capital Region of India. The 
present study shows that the average correlation coefficient between LST and NDBaI of all the four 
seasons from 1991-92 to 2018-19 is moderate positive (0.052), which can be considered as a very 
stable and authentic relationship between the two variables.  
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Figure 7. (a-d) Seasonal variation of the LST-NDBaI relationship on different types of LULC: (a) 
Pre-monsoon (b) Monsoon (c) Post-monsoon (d) Winter; (e) Seasonal variation of the LST-NDBaI 

relationship for the whole of the study area (significant at 0.05 level). 
 

4. Conclusion 

The present study analyzed the temporal and seasonal relationship of LST and NDBaI in Raipur 
City, India using sixty-five Landsat data sets of four different seasons (pre-monsoon, monsoon, post-
monsoon, and winter) for different years. The main expectation was the relationship should be 
positive between LST and NDBaI across seasons. Moreover, another expectation was that the strength 
of the relationship should tend to be weaker with time. Another one is that the relationship should be 
stronger in comparatively wet season. The results support the expectations.  

In general, the results show that LST is positively related to NDBaI, irrespective of any season. In 
the post-monsoon (0.59) and monsoon (0.56) seasons, the correlation is strongly positive, whereas it 
is found moderate positive in pre-monsoon (0.47) and winter (0.44). The LST-NDBaI relationship 
varies for specific LULC types. The water bodies reflect a strong positive correlation of LST-NDBaI 
in all the four seasons (0.65 in pre-monsoon, 0.51 in monsoon, 0.53 in post-monsoon, and 0.62 in 
winter). On green vegetation, this LST-NDBaI correlation is also strongly positive in monsoon (0.57), 
post-monsoon (0.62), and winter (0.55), whereas it is moderate positive in pre-monsoon (0.37) 
season. The built-up area and bare land build a moderate positive correlation of LST-NDBaI in all 
the four seasons (0.35 in pre-monsoon, 0.43 in monsoon, 0.48 in post-monsoon, and 0.39 in winter). 
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Among the four seasons, the post-monsoon season builds the best LST-NDBaI correlation for all 
LULC types, whereas the pre-monsoon season has the least correlation. Among the various LULC 
categories, the water bodies present the best positive LST-NDBaI correlation (0.65 in pre-monsoon, 
0.51 in monsoon, 0.53 in post-monsoon, and 0.62 in winter), irrespective to any season. Green 
vegetation shows strong positive (0.57 in monsoon, 0.62 in post-monsoon, and 0.55 in winter) to 
moderate positive (0.37 in pre-monsoon) correlation between LST and NDBaI. On the other hand, 
the bare land and built-up area present a moderate positive correlation (0.35 in pre-monsoon, 0.43 in 
monsoon, 0.48 in post-monsoon, and 0.39 in winter). Among the four seasons, the post-monsoon 
season builds the best LST-NDBaI correlation for all LULC types, whereas the pre-monsoon season 
has the least correlation. The high ratio of green plants and water surface can enhance the ecological 
health. Thus, this research work can be beneficial for the environmental planners.  
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 The present study analyzes the seasonal variability of the relationship between the land 
surface temperature (LST) and normalized difference bareness index (NDBaI) on different land 
use/land cover (LULC) in Raipur City, India by using sixty-five Landsat images of four seasons 
(pre-monsoon, monsoon, post-monsoon, and winter) of 1991-1992, 1995-1996, 1999-2000, 
2004-2005, 2009-2010, 2014-2015, and 2018-2019. The mono-window algorithm was used to 
retrieve LST and Pearson's correlation coefficient was used to generate the LST-NDBaI 
relationship. The post-monsoon season builds the best correlation (0.59) among the four 
seasons. The water bodies builds a moderate to strong positive correlation (>0.50) in all the 
four seasons. On green vegetation, this correlation is moderate to strong positive (>0.54) in the 
three seasons, except the pre-monsoon season. The built-up area and bare land generate a 
moderate positive correlation (>0.34) in all the four seasons. Among the four seasons, the post-
monsoon season builds the best correlation for all LULC types, whereas the pre-monsoon 
season has the least correlation. This research work is useful for environmental planning of 
other citieswith similar climatic conditions. 

 
 
 

1. INTRODUCTION 
 

Land surface temperature (LST) is an indispensable 
parameter in analyzing the bio-geochemical functions of 
the earth surface features (Tomlinson et al. 2011;Hao et 
al. 2016; Guha et al. 2020a). Green plants, wetlands, and 
water bodies generate low LST, whereas human 
settlement, and bare land surface produce high LST in 
the summer season of tropical areas (Chen et al. 2006). 
Thus, LST and normalized difference spectral indices 
related studies are quite important in the ecological 
planning of the recent urban agglomerations 
(Sekertekin et al. 2016; Li et al. 2016;Guha et al. 2020b). 
Normalized difference bareness index (NDBaI) is one of 
the most popular indices for bare land extraction that is 
often used in LULC and LST related studies (Zhao and 
Chen 2005; Chen et al. 2006;Essa et al. 2012;Guha et al. 
2017). 

Several research articles presented the LST-NDBaI 
relationship in recent years. As-Syakur et al. (2012) 
investigates various bareness indices for bare land 
mapping in Denpasar of Bali, Indonesia. Ahmed et al. 
(2013) used NDBaI along with other LULC indices to 
simulate the land surface changes and their impact on 

LST in Dhaka, Bangladesh. Sharma et al. (2013) 
examined the relationship between LST and NDBaI in 
Surat City of India. Guo et al. (2014) estimated sub-pixel 
LST and built a relationship between LST and NDBaI in 
Guangzhou core urban area of China. Ali et al. (2017) 
compared the relationship of LST with NDBaI and other 
LULC indices in London and Baghdad cities. Macarof et 
al. (2017) investigated the relationship between LST 
and NDBaI in Iaşi Municipality Area of eastern Romania 
from 2013 to 2016 by using Landsat 8 data. Alibakshi et 
al. (2020) investigated the relationship between NDBaI 
and LST from 2001 to 2015 in Tehran and its satellite 
cities in Iran by the geographically weighted regression 
model using Landsat 7 data. Alexander (2020) evaluated 
the LST-NDBaI relationship in Aarhus City of Denmark 
by using Landsat 8 data. Jain et al. (2020) investigated 
the LST-NDBaI relationship in Nagpur City, India from 
2000 to 2015 by using Landsat data. 

The LST and NDBaI values vary due to the seasonal 
variation of various atmospheric components. Thus, to 
estimate the characteristics of seasonal variation of the 
LST-NDBaI relationship in Indian context, Raipur City 
ofChhattisgarh has been chosen. The main aim of the 
study is to estimate the seasonal variation of LST-NDBaI 
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relationship on different categories of LULC. The study 
will be a beneficial one for ecological planning and 
management in an urban environment. 

 

2. STUDY AREA AND DATA  
 

Figure 1 shows the geographical location of Raipur 
city of India which extends from 21o11'22"N to 
21o20'02"N and from 81o32'20"E to 81o41'50"E. The 
city covers an area of around 165 km2. Figure 1(a) 
presents the outline map of India (URL-1). Figure 1(b) 
presents the outline map of Chhattisgarh State (URL-1). 
Figure 1(c) represents the false colour composite (FCC) 
image of Raipur City (URL-2) from recent Landsat 8 data 
of 07 November 2018(URL-3). Figure 1(d) shows the 
digital elevation map (DEM) of Raipur City produced by 
the ArcGIS software using the last available ASTER DEM 
data of 11 October 2011 (URL-3). The city is 
characterised by the tropical dry and wet type of climate 
(URL-4). The mean monthly temperature ranges from 
12oC to 42oC. May presents the highest average 
temperature (35oC), while December presents the 
lowest average temperature (20oC). The highest average 
rainfall (327 mm) is observed in July. March, April, and 
May are considered as the summer or pre-monsoon 
months. June, July, August, and September are the 
monsoon months. The post-monsoon months are 
October and November,when the weather remains 
pleasant. The winter months are December, January, 
and February,when the temperature falls significantly. 

 

Figure 1. Location of the study area: (a) India 
highlighting Chhattisgarh; (b) Chhattisgarh highlighting 
Raipur City; (c) False colour composite image of Raipur; 
(d) Digital elevation model of Raipur. 
 

Table 1 shows the specification of Landsat data of 
different sensors. The band 10 of Landsat 8 thermal 
infrared sensors (TIRS) dataset was used as the only 
TIR band in the present study due to a larger calibration 
certainty (Barsi et al. 2014). Landsat 5 thematic mapper 
(TM) data has only one TIR band (band 6) of 120 m 
resolution. Landsat 7 enhanced thematic mapper plus 
(ETM+) data has a TIR band (band 6) of 60 m resolution. 
The TIR bands of all the Landsat sensors were 
resampled to 30 m pixel size by the data provider 
(USGS) as the spatial resolution of visible to near-
infrared (VNIR) and shortwave infrared (SWIR) bands 
of the three types of Landsat sensors is 30 m. All 
theraster calculations were processed in the 
environment of ArcGIS 9.3 and ERDAS IMAGINE 9.1 
software. 

Table 1. Specification of the used Landsat data 
Date of 
acquisition 

Time 
(UTC) 

Cloud 
cover 

(%) 

Resolution 
of TIR 

bands (m) 
18-Mar-91 04:17:34 0 120 
03-Apr-91 04:17:46 0 120 
21-May-91 04:18:39 1 120 
26-Sep-91 04:20:03 13 120 
12-Oct-91 04:20:12 6 120 
13-Nov-91 04:20:19 1 120 
16-Jan-92 04:20:22 3 120 
01-Feb-92 04:20:27 0 120 
17-Feb-92 04:20:15 4 120 
14-Apr-95 04:05:06 0 120 
10-Dec-95 03:56:47 0 120 
27-Jan-96 04:00:14 0 120 
23-Sep-96 04:14:16 2 120 
09-Oct-96 04:15:07 0 120 
25-Oct-96 04:15:55 5 120 
10-Nov-96 04:16:41 7 120 
11-Nov-99 04:49:00 0 60 
30-Jan-00 04:48:55 0 60 
03-Apr-00 04:48:35 0 60 
05-May-00 04:48:20 0 60 
26-Sep-00 04:46:33 6 60 
15-Dec-00 04:46:31 0 60 
21-Mar-04 04:35:14 0 120 
22-Apr-04 04:36:01 1 120 
24-May-04 04:36:54 0 120 
09-Jun-04 04:37:23 9 120 
29-Sep-04 04:40:16 9 120 
15-Oct-04 04:40:36 4 120 
16-Nov-04 04:41:11 0 120 
02-Dec-04 04:41:33 0 120 
18-Dec-04 04:41:52 0 120 
19-Jan-05 04:42:17 0 120 
04-Feb-05 04:42:29 0 120 
03-Mar-09 04:42:22 0 120 
19-Mar-09 04:42:44 2 120 
04-Apr-09 04:43:05 0 120 
20-Apr-09 04:43:24 0 120 
06-May-09 04:43:42 0 120 
22-May-09 04:44:00 1 120 
23-Jun-09 04:44:35 0 120 
13-Oct-09 04:46:12 0 120 
29-Oct-09 04:46:20 0 120 
16-Dec-09 04:46:44 1 120 
17-Jan-10 04:46:55 6 120 
02-Feb-10 04:46:59 0 120 
18-Feb-10 04:47:02 7 100 
17-Mar-14 04:56:36 0 100 
02-Apr-14 04:56:19 0 100 
20-May-14 04:55:38 5 100 
05-Jun-14 04:55:45 0 100 
12-Nov-14 04:56:21 7 100 
30-Dec-14 04:56:09 0 100 
15-Jan-15 04:56:09 0 100 
31-Jan-15 04:56:04 0 100 
16-Feb-15 04:55:55 0 100 
12-Mar-18 04:55:43 2 100 
28-Mar-18 04:55:36 0 100 
15-May-18 04:55:08 0 100 
16-Jun-18 04:55:01 2 100 
06-Oct-18 04:55:53 0 100 
22-Oct-18 04:55:59 0 100 
07-Nov-18 04:56:03 0 100 
25-Dec-18 04:55:59 0 100 
11-Feb-19 04:55:52 0 100 
27-Feb-19 04:55:48 4 100 
 

3. METHODOLOGY  
 

3.1. Retrieving LST from Landsat Data 
 

In this study, the mono-window algorithmwas 
applied to retrieve LST from multi-temporal Landsat 
satellite sensors (Qin et al. 2001) where three necessary 
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parameters are ground emissivity, atmospheric 
transmittance, and effective mean atmospheric 
temperature. At first, the original TIR bands (100 m 
resolution for Landsat 8 OLI/TIRS data, 120 m 
resolution for Landsat 5 TM data, and 60 m resolution 
for Landsat 7 ETM+ data) were resampled into 30 m by 
USGS data centre for further application.  

The TIR pixel values are firstly converted into 
radiance from digital number (DN) values (Markham & 
Barkar 1985). Radiance for TIR band of Landsat 5 TM 
data and Landsat 7 ETM+ data is obtained using Eq. (1) 
(URL-3):  

 

 *       (1)MAX MIN
CAL MIN MIN

MAX MIN

L L
L Q QCAL L

QCAL QCAL

 
 

 
   

 

 

where, L = Top of Atmosphere (TOA) spectral 

radiance (Wm-2sr-1mm-1), CALQ = quantized calibrated 

pixel value in DN, MINL   (Wm-2sr-1mm-1) = spectral 

radiance scaled to 
MINQCAL , 

MAXL   (Wm-2sr-1mm-1) = 

spectral radiance scaled to MAXQCAL , 
MINQCAL = 

minimum quantized calibrated pixel value in DN and 

MAXQCAL = maximum quantized calibrated pixel value 

in DN. MINL  , 
MAXL  , 

MINQCAL , and MAXQCAL values 

are obtained from the metadata file of Landsat TM and 
ETM+ data. Radiance for Landsat 8 TIR band is obtained 
from Eq. (2) (Zanter 2019): 

 

.       (2)L CAL LL M Q A    

 

where, L = TOA spectral radiance (Wm-2sr-1mm-1), 

LM = band-specific multiplicative rescaling factor from 

the metadata, 
LA = band-specific additive rescaling 

factor from the metadata, CALQ = quantized and 

calibrated standard product pixel values (DN). All of 
these variables can be retrieved from the metadata file 
of Landsat 8 data. 

For Landsat 5 and 7 data, the reflectance value is 
obtained from radiances using Eq. (3) (URL-3): 

2. .
      (3)

.cos s

L d

ESUN










  

 

where,  = unitless planetary reflectance, L = 

TOA spectral radiance (Wm-2sr-1µm-1), d = Earth-Sun 

distance in astronomical units, ESUN = mean solar 

exo-atmospheric spectral irradiances (Wm-2µm-1) and 

s = solar zenith angle in degrees. ESUN  values for 

each band of Landsat 5 and 7 can be obtained from the 

handbooks of the related mission. s  and d values can 

be attained from the metadata file (Coll et al. 2010). 
For Landsat 8 data, reflectance conversion can be 

applied to DN values directly as in Eq. (4) (Zanter 2019): 
 

.
      (4)

sin

CAL

SE

M Q A 





  

 

where, M  = band-specific multiplicative rescaling 

factor from the metadata, A = band-specific additive 

rescaling factor from the metadata, CALQ = quantized 

and calibrated standard product pixel values (DN) and 

SE = local sun elevation angle from metadata file. 

Eq. (5) is used to convert the spectral radiance to at-
sensor brightness temperature (Wukelic et al. 
1989;Chen et al. 2006): 

 

2

1

                                (5)

ln(
b

K
T

K

L






 

 

where, bT = brightness temperature in Kelvin (K), 

L = spectral radiance in Wm-2sr-1mm-1; 2K and 
1K

=calibration constants. For Landsat 8 data, 
1K = 774.89, 

2K = 1321.08 (Wm-2sr-1mm-1). For Landsat 7 data, 
1K = 

666.09, 
2K = 1282.71 (Wm-2sr-1mm-1). For Landsat 5 

data, 
1K = 607.76, 

2K = 1260.56 (Wm-2sr-1mm-1).  

The land surface emissivity , is measured from Eq. 

(6) using the NDVI Thresholds Method (Sobrino et al. 
2001, 2004; Vlassova et al. 2014). 

 

(1 )                          (6)v v s vF F d        

 

where,  =land surface emissivity, v = vegetation 

emissivity, s = soil emissivity, vF = fractional 

vegetation, d = effect of the geometrical distribution 
of the natural surfaces and internal reflections that can 
be expressed by Eq. (7):  

 

                                           (1 )(1 ) (7)s v vd F F      

 

where, v = vegetation emissivity, s =soil 

emissivity, vF = fractional vegetation, F = a shape 

factor whose mean is 0.55, the value of d may be 2% 
for mixed land surfaces (Sobrino et al. 2004). 

The fractional vegetation vF , of each pixel, is 

estimated from the NDVI using Eq. (8) (Carlson & Ripley 
1997): 

 
2

m
                          

m m

I
(8)

I I

in
v

ax in

NDVI NDV
F

NDV NDV

 
  

 
 

 

where, ( ) I 0.2a NDV  for bare soil; 

( ) I 0.5b NDV  for vegetation; 

( )0.2 I 0.5c NDV  for mixed land with bare soil 
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and vegetation; (𝑑)𝑁𝐷𝑉I < 0 for water body (Sobrino et 
al. 2001, 2004; Vlassova et al. 2014). 

Finally, the land surface emissivity  can be 

expressed by Eq. (9):  
 

* 0.986                              (9)vF     

 

where,  = land surface emissivity, vF = fractional 

vegetation. 
Water vapour content is calculated by Eq. (10) (Yang 

and Qie 1996;Li 2006): 
 

0

0

17.27*( 273.15)
0.0981* 10*0.6108*exp * 0.1697          (10)

237.3 ( 273.15)

T
w RH

T

  
   

   

 

where, w = water vapour content (g/cm2), 0T = near-

surface air temperature in Kelvin (K), RH = relative 
humidity (%). These parameters of atmospheric profile 
are obtained from the Meteorological Centre, Raipur 
(http://www.imdraipur.gov.in). Atmospheric 
transmittance is estimated for Raipur City using Eq. (11) 
(Qin et al. 2001; Sun et al. 2010): 

 

1.031412 0.11536                          (11)w    

 

where,  =total atmospheric transmittance, w = 
water vapour content (g/cm2). 

Raipur City is located in the tropical region. Thus, Eq. 
(12) is applied to calculate the effective mean 
atmospheric transmittance of Raipur (Qin et al. 
2001;Sun et al. 2010): 

 

017.9769 0.91715                          (12)aT T   

 

LST is retrieved from Landsat 5, Landsat 7, and 
Landsat 8 satellite data by using Eq. (13-15) (Qin et al. 
2001): 

 

    1 1
                 (13)

b a

s

a C D b C D C D T DT
T

C

         

 
                                                      (14)C 

    1 1 1                           (15)D        
 

 

where,  = land surface emissivity,  =total 

atmospheric transmittance, C  and D = internal 

parameters based on atmospheric transmittance and 

land surface emissivity, bT = at-sensor brightness 

temperature, aT = mean atmospheric temperature, 0T = 

near-surface air temperature, sT = land surface 

temperature, 67.355351a   , 0.458606b  . 
 

3.2. Retrieving Extraction of Different Types of 
LULC by Using NDBaI  

 

The study emphasized NDBaI for determining the 
relationship with LST (Zhao and Chen 2005; Chen et al. 

2006). NDBaI is determined by the SWIR and TIR bands. 
For, Landsat 5 and Landsat 7 data, band 5 and band 6 
are used as the SWIR and TIR band, respectively. For 
Landsat 8 data, band 6 and band 10 are used as the 
SWIR and TIR bands, respectively (Table 2). The value 
of NDBaI ranges between −1 and +1. Generally, the 
positive value of NDBaI indicates the bare land. The 
bareness increases with the increase of the positive 
NDBaI. NDBaI value ranges between -0.2 to 0 shows the 
built-up area, NDBaI > 0 shows the bare land,NDBaI < -
0.25 presents the vegetation, and NDBaI < -0.65 
presents the water bodies (Chen et al. 2006). LULC 
maps have been generated using the aforesaid threshold 
limits of NDBaI and the results have been validated by 
the maximum likelihood classification. The average 
calculated values of the Kappa coefficient and overall 
accuracy for all the images are 0.91 and 92.19%, 
respectively.  

 

Table 2.General description of NDBaI 

Acronym Description Formulation References 

NDBaI 

Normalized 
difference  
bareness 
index 

1

1

SWIR TIR

SWIR TIR




 

Zhao and Chen 
2005; Chen et al. 
2006 

 

3.3. LST-NDBaI relationship generation on different 
types of LULC 

 

LST-NDBaI correlation develops on the following 
LULC categories, i.e., green plants, water bodies, human 
settlement, and bare lands. The study also evaluates the 
seasonal and temporal variability of the LST-NDBaI 
correlation.  

 

4. RESULTS AND DISCUSSION  
 

4.1. Extraction of LULC Types Using NDBaI 
 

Figure 2 shows the classified LULC maps from the 
post-monsoon data,prepared by the threshold limits of 
NDBaI and these maps have been validated by applying 
the maximum likelihood classification method. In the 
earlier period, the built-up area and bare land were 
developedalong the middle portion of the city. The 
northwest part has been rapidly urbanized till 2004-
05.Most of the vegetation covered areasof this area 
were converted into the built-up areas. However, in the 
last phase of the study period, most of the remaining 
vegetal covered partsweredecreased due to quick 
convertion into bare land and built-up area. These 
conversion was mainly by the anthropogenic activities, 
although some natural desertification process was also 
responsible in the semi-arid parts. Conversion of the 
water bodies is lesser than the vegetation. On the other 
hand, a high increasing rate was observed for the 
settlement and bare earth surface (approximately 3 km2 
area annually). 
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Figure 2. LULC maps of the study area: (a) 1991-1992; 
(b) 1995-1996; (c) 1999-2000; (d) 2004-2005; (e) 
2009-2010; (f) 2014-2015; (g) 2018-2019. 
 
4.2. Seasonal Distribution of LST and NDBaI 
 

A prominent seasonal variation in the minimum, 
maximum, mean and standard deviation values of LST is 
noticed in Table 3. The average values of LST and the 
Pearson's correlation coefficient between LST-NDBaI 
relationship from 1991-92 to 2018-19 have been shown 
in italic font text inside Table 3. 

 

Table 3.Seasonal variation of LST and LST-NDBaI 
relationship (0.05 level of significance). 

 
The mean LST of the city was increased gradually. 

The pre-monsoon season always createshighmean LST 
values (31.54oC in 1991-92, 34.64oC in 1995-96, 36.38oC 
in 1999-00, 38.01oC in 2004-05, 39.60oC in 2009-10, 
41.28oC in 2014-15, and 43.74oC in 2018-19) (Figure 3). 
In the urban heat island zones, the LST-NDBaI 
relationship is direct or high LST areas have high NDBaI 
values. Moreover, at the micro-level analysis, the high 
peaks of LST also presented the high peaks of NDBaI. 
The correlation coefficient values between the LST and 
NDBaI are positive throughout the span. In the post-
monsoon season, the best mean correlation coefficient 
value (0.59)is found, followed by  the monsoon (0.56), 
pre-monsoon (0.48), and winter (0.44) seasons. Hence, 

it can be concluded that wet weather produce a better 
LST-NDBaI relationship. 

Figure 3 shows that in the summer season of 2018-
19, the LST for most of the places (>90%)have>40oC. In 
winter, LST of the whole city is less than 40oC. A 
moderate LST values are noticed in the monsoon and 
post-monsoon seasons. The mean LST of the study area 
has been gradually increased between 1991-92 and 
2018-19. The converted bare land and built-up area 
produce high LST value compared to the other LULC 
categories. The low LST value is found in the unchanged 
vegetation covered area. The moderate LST value is 
observed in the unchanged water bodie, wetland, 
orsettlement with hometaead orchard.  
 

 
 
Figure 3. Seasonal distribution of LST: (a1,a2,a3a4) 
1991-1992; (b1,b2,b3,b4) 1995-1996; (c1,c2,c3,c4) 
1999-2000; (d1,d2,d3,d4) 2004-2005; (e1,e2,e3,e4) 
2009-2010; (f1,f2,f3,f4) 2014-2015; (g1,g2,g3,g4) 2018-
2019. 
 

Figure 4 shows the seasonal change in the spatial 
distribution of NDBaI from 1991-92 to 2018-19. The 
high and low NDBaI regions were seasonally stable 
since the 1991-92 sessions. The change was observed 

Season 
 

Year of 
acquisition 

LST (oC) Correlation  
coefficients 
for LST-NDBaI  
relationship 

Min. Max. Mean Std. 

Pre-monsoon 1991-92 23.81 36.27 31.54 1.52 0.58 
 1995-96 24.54 41.07 34.64 1.89 0.51 
 1999-00 26.36 42.23 36.38 1.93 0.49 
 2004-05 26.95 44.07 38.01 2.19 0.48 
 2009-10 28.81 46.48 39.60 2.54 0.43 
 2014-15 31.93 48.22 41.28 1.75 0.41 
 2018-19 33.46 51.11 43.74 1.75 0.40 

 Average 27.98 44.21 37.88 1.94 0.47 
Monsoon 1991-92 19.87 30.83 25.74 1.41 0.66 
 1995-96 21.21 33.01 26.50 1.33 0.54 
 1999-00 22.76 35.91 27.81 1.34 0.53 
 2004-05 24.17 36.20 31.32 1.33 0.54 
 2009-10 25.94 38.38 33.06 2.40 0.56 
 2014-15 27.74 40.15 34.87 1.68 0.50 
 2018-19 30.59 41.98 37.30 1.13 0.55 
 Average 24.61 36.64 30.94 1.52 0.56 

Post-monsoon 1991-92 19.72 29.56 24.32 1.72 0.69 
 1995-96 20.42 30.33 25.12 1.34 0.59 
 1999-00 22.41 33.47 26.84 1.91 0.57 
 2004-05 23.03 35.25 28.01 1.71 0.56 
 2009-10 24.62 37.91 30.26 1.60 0.58 
 2014-15 26.24 38.22 31.68 1.12 0.56 
 2018-19 28.92 41.28 33.70 1.34 0.57 

 Average 23.62 35.15 28.56 1.53 0.59 
Winter 1991-92 18.22 28.33 23.29 1.22 0.53 
 1995-96 20.08 28.68 24.40 1.04 0.48 
 1999-00 20.44 32.80 25.21 1.81 0.46 
 2004-05 21.08 33.21 26.47 1.25 0.44 
 2009-10 22.06 34.36 27.98 1.23 0.42 
 2014-15 22.80 36.21 28.90 1.39 0.41 
 2018-19 24.31 38.36 30.46 1.37 0.37 
 Average 21.28 33.14 26.67 1.33 0.44 
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only in the values of the NDBaI, not in the distributional 
pattern. The central part and the periphery of the city 
show the reverse value of the NDBaI. 

 

Figure 4. Seasonal distribution of NDBaI: (a1,a2,a3,a4) 
1991-1992; (b1,b2,b3,b4) 1995-1996; (c1,c2,c3,c4) 
1999-2000;(d1,d2,d3,d4) 2004-2005; (e1,e2,e3,e4) 
2009-2010; (f1,f2,f3,f4) 2014-2015; (g1,g2,g3,g4) 2018-
2019. 

 
4.3. Seasonal Variation on LST-NDBaI Relationship 

 
Figure 5 (a-d) shows the seasonal variation of LST-

NDBaI relationships on different categories of LULC. 
This relationship is strongly positive on water bodies 
and wetland, strong to moderate positive on vegetation 
covered area, and moderate positive on the bare 
land/built-up area. The pre-monsoon season (Figure 
5(a)) has a strong positive LST-NDBaI correlation on the 
water bodies (0.65) and a moderate positive correlation 
on green vegetation (0.37), bare land, and built-up area 
(0.35). In the monsoon season, the correlation is 
strongly positive on green vegetation (0.56) and water 
bodies (0.51), whereas it is moderate positive (0.43) on 
bare land and built-up area (Figure 5(b)). In the post-

monsoon season,the best correlation has been built on 
green vegetation (0.62), followed by the water bodies 
(0.53), bare land and built-up area (0.48) (Figure 5(c)). 
In winter (Figure 5(d)), the LST-NDBaI correlation is 
strongly positive on water bodies (0.62) and green 
vegetation (0.54), whereasit is moderate positive (0.39) 
on the bare lands and built-up areas. 

 

Figure 5. (a-d) Seasonal variation of the LST-NDBaI 
relationship on various categories of LULC: (a) Pre-
monsoon; (b) Monsoon; (c) Post-monsoon; (d) Winter; 
(e) Seasonal variation of the LST-NDBaI relationship for 
the whole of the study area (0.05 level of significance). 

 
Figure 5(e) represents the seasonal variation of LST-

NDBaI relationships for the whole of the study area. The 
relationship is positive, for each season. The post-
monsoon season presents the best correlation. The 
results also shows that the dry climatedecreases the 
strength of the regression, while the 
moistclimateincreasesthe strength. 

The study shows that LST builds a stable and strong 
to moderate positive correlation with NDBaI in Raipur 
City, India throughout the period. The result is 
comparable to the recently conducted other similar 
studies on the different urban agglomerations in the 
world. Essa et al. (2012) have shown that NDBaI 
generates a positive correlation (0.39) with LST in the 
Greater Dublin region, Ireland. A study conducted in 
Kunming of China shows that NDBaI and LST generate 
strong positive correlation (Chen and Zhang 2017). A 
weak positive correlation between LST and NDBaI has 
been presented in London (0.086) and Baghdad (0.469) 
by Ali et al. (2017). This relationship was also positive 
(0.458) in Kolkata Metropolitan Area, India(Nimish et al. 
2020). The LST and NDBaI have built a weak negative 
correlation (-0.11) in Guangzhou, China (Guo et al. 
2015). This correlation was weak positive (0.06) in 
Harare Metropolitan City, Zimbabwe (Mushore et al. 
2017). Sharma and Joshi (2016) have shown the 
moderate positive nature of LSI-NDBaI correlation in 
the National Capital Region of India. The present study 
shows that the average correlation coefficient between 
LST and NDBaI of all the four seasons from 1991-92 to 
2018-19 is moderate positive (0.052), which can be 
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considered as a very stable and authentic relationship 
between the two variables. 

The present study is useful for the urban and 
environmental planning. The bare or fallow lands can be 
converted into road vgetation, park, wetland, or water 
bodies to resist the increasing rate of LST, at least to 
some extent. 

 
5. CONCLUSION 

 

The present study deals with the seasonal estimation 
of the relation between NDBaI and LST in Raipur City. It 
is seen that LST is directly correlated to NDBaI for all 
the seasons. This relationship varies in accordance with 
the variation of LULC. This correlation remains strong 
on the water bodies, irrespective of any season. On 
green vegetation, this correlation is moderate in pre-
monsoon season and strong in the other three seasons. 
The barren land and settlement produce a moderate 
correlation for all the four seasons. Among the four 
seasons, the post-monsoon season builds the best LST-
NDBaI correlation for all LULC types, whereas the pre-
monsoon season has the least correlation. Among the 
various LULC categories, the water bodies present the 
best positive LST-NDBaI correlation, irrespective to any 
season. The high ratio of green plants and water surface 
can enhance the ecological health. Thus, this research 
work can be beneficial for the environmental planners. 
It is also suitable for the land use scientist and 
geographers. The study can be further expanded by the 
remote sensing scientist by apply the same methods on 
other satellite sensors and for different physical 
environment. 
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Abstract  

The present study assesses the monthly variation of land surface temperature (LST) and the relationship between 

LST and normalized difference vegetation index (NDVI) in Raipur City of India using one hundred and eighteen 

Landsat images from 1988 to 2019. The results show that a monthly variation is observed in the mean LST. The 

highest mean LST is found in April (38.79oC), followed by May (36.64oC), June (34.56oC), and March (32.11oC).The 

lowest mean LST is observed in January (23.01oC), followed by December (23.76oC), and November (25.83oC). A 

moderate range of mean LST is noticed in September (27.18oC), October (27.22oC), and February (27.88oC). 

Pearson's linear correlation method is used to correlate LST with NDVI. The LST-NDVI correlation is strong 

negative in October (-0.62), September (-0.55), and April (-0.51). The moderate negative correlation is developed 

in March (-0.40), May (-0.44), June (-0.47), and November (-0.39). A weak negative correlation is observed in 

December (-0.21), January (-0.24), and February (-0.29). The change in weather elements and variation in land 

surface characteristics contribute to the monthly fluctuation of mean LST and LST-NDVI correlation. The study 

will be an effective one for the town and country planners for their future estimation of land conversion. 

 

Keywords: Landsat. Land surface. Land surface temperature. Normalized difference vegetation index. Raipur. 
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Resumo 

O presente estudo avalia a variação mensal da temperatura da superfície terrestre (LST) e a relação entre lST e o 

índice de vegetação de diferença normalizado (NDVI) na cidade de Raipur, na Índia, utilizando cento e dezoito 

imagens landsat de 1988 a 2019. Os resultados mostram que uma variação mensal é observada no LST médio. O LST 

médio mais elevado é encontrado em abril (38,79oC), seguido por maio (36.64oC), junho (34.56oC) e março (32.11oC). 

O LST médio mais baixo é observado em janeiro (23.01oC), seguido por dezembro (23.76oC) e novembro (25,83oC). 

Uma gama moderada de LST médio é notada em setembro (27.18oC), outubro (27.22oC) e fevereiro (27.88oC). O 

método linear de correlação de Pearson é usado para correlacionar LST com NDVI. A correlação LST-NDVI é 

fortemente negativa em outubro (-0,62), setembro (-0,55) e abril (-0,51). A correlação negativa moderada é 

desenvolvida em março (-0,40), maio (-0,44), junho (-0,47) e novembro (-0,39). Uma correlação negativa fraca é 

observada em dezembro (-0,21), janeiro (-0,24) e fevereiro (-0,29). A alteração dos elementos meteorológicos e a 

variação das características da superfície terrestre contribuem para a flutuação mensal da correlação média LST e 

LST-NDVI. O estudo será eficaz para os planeadores da cidade e do país para a sua futura estimativa da conversão de 

terras. 

 

Palavras-chave: Landsat. Superfície de terra. Temperatura da superfície do terreno. Índice de vegetação de 

diferença normalizado. O Raipur. 

Introduction 

The thermal infrared (TIR) region of the electromagnetic spectrum has a huge potential in determining the 

nature and characteristics of land surface dynamics in any natural environment along with the visible and near-

infrared (VNIR) and shortwave infrared (SWIR) regions (Chen et al., 2006; Ghobadi et al., 2014; Guha et al., 

2018; Guha & Govil, 2020; Guha & Govil, 2021a; Guha & Govil, 2019; Alexander, 2020). Land surface 

temperature (LST) is a major factor to assess the biogeochemical actions in the formation of land surface 

materials and it is the most essential parameter to evaluate the ecological condition of rural or urban areas 

(Tomlinson et al., 2011; Hao et al., 2016). LST varies with the changes of tone, texture, pattern, and association 

of the land surface types in any region (Hou et al., 2010). Generally, green vegetation and water bodies present 

low LST, whereas a built-up area, bare rock surface, or dry soil reflects high LST (Guha et al., 2019). Thus, LST-

related studies are very important in urban and land use planning and development (Li et al., 2017; Guha, Govil 

& Besoya, 2020; Guha, Govil, Gill & Dey, 2020a). Urban heat islands and urban hot spots are very common term 

in an urban environment and are indicated by the zone of very high LST inside the urban bodies (Guha et al., 

2017). The most popular spectral index is the normalized difference vegetation index (NDVI) which is used in 

extracting green vegetation (Yuan et al., 2017; Guha & Govil, 2021b; Mondal et al., 2011; Guha, 2016; Guha, 

Govil, Gill & Dey, 2020b; Guha, Govil, Dey et al., 2020; Guha, Govil, Gill & Dey, 2020c; Guha, Govil & Diwan, 2020). 

NDVI is directly used in the determination of land surface emissivity and thus is a significant factor for LST 

estimation (Sobrino et al., 2004; Carlson & Ripley, 1997). 

Currently, the relationship between LST and NDVI was constructed using thermal infrared remote sensing 

technology and only some satellite sensors have the thermal bands like Landsat, MODIS, and ASTER (Wen et al., 

2017; Guha et al., 2017). The required wavelength of these thermal bands is 8-14 µm for LST determination. An 

infrared thermometer instrument is used to validate the derived LST values (Li et al., 2017; Guha, Govil & 

Besoya, 2020; Guha, Govil, Gill & Dey, 2020a; Guha et al., 2017). LST-NDVI relationship was applied in most of 

the thermal remote sensing studies that were conducted with temporal discrete data sets on the urban 

environment, e.g., Tokyo, Melbourne, Shiraz, Raipur (Shigeto, 1994; Jamei et al., 2019; Fatemi & Narangifard, 

2019; Guha & Govil, 2021c). Ferelli et al. (2018) correlate LST with NDVI in Monte Hermosoof Argentina. Fewer 

studies are available on the long-term and continuous seasonal correlation among LST, NDVI, and LULC in a 

tropical city.  
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A reverse relationship is built between LST and the concentration of green vegetation and thus, NDVIis 

used as an important factor for determining LST in most of the LST retrieval methods (Voogt & Oke, 2003; 

Gutman & Ignatov, 1998; Goward et al., 2002; Govil et al., 2019; Guha, 2021; Govil et al., 2020). 

There are so many valuable research articles found on LST-NDVI relationships that were conducted mainly 

in the Chinese landscape (Gui et al., 2019; Qu et al., 2020; Qu et al., 2018; Cui, Wang, Qu, Singh, Lai, Jiang& Yao, 

2019; Cui, Wang, Qu, Singh, Lai& Yao, 2019; Yao, Cao et al., 2019; Yao, Wang, Gui et al., 2017; Yao, Wang, Huang, 

Chen et al., 2018; Yao, Wang et al., 2019; Yao, Wang, Huang et al., 2017; Yao, Wang, Huang, Zhang et al., 2018; 

Yuan et al., 2020). Some recent studies successfully analyze the LST-NDVI correlation in some tropical Indian 

cities (Kikon et al., 2016; Kumar & Shekhar, 2015; Mathew et al., 2018; Mathew et al., 2017; Sannigrahi et al., 

2018; Singh et al., 2017). The nature of LST and NDVI varies due to the seasonal change of evaporation, 

precipitation, moisture content, air temperature, etc. But, time-series analysis of the monthly variation in the 

LST-NDVI relationship in a tropical Indian city is rare.  

It is a necessary task to build a month-wise LST-NDVI correlation for the sustainable development of town 

and country planning. Thus, to determine the characteristic features of monthly variation of LST-NDVI 

correlation, Raipur City of India was selected as it is not under any kind of extreme climatic condition and it is 

a smart city with a rapid land conversion. Generally, the LST-NDVI correlation is negative on the tropical cities 

of similar environmental conditions of Raipur. But, the strength of the LST-NDVI relationship can change 

temporally, seasonally, and spatially. The relationship is changed with time as the land surface materials change 

with time. Elevation and slope are two main physiographic influencing factors that generate a negative 

correlation with LST. Wind speed and humidity are two climatic factors that create a negative relationship with 

LST. The relationship also depends on the LULC types as vegetation, soil, water, or built-up area change the 

values of NDVI as well as LST. Different seasons also play a significant role in the LST-NDVI relationship as the 

growth of vegetation and increase of LST primarily depend on seasonal change. But, no specific conclusion can 

draw between LST and NDVI by using a small number of remotely sensed data or within a short duration of 

research. A strong conclusion on the LST-NDVI relationship can be drawn only after the analyses of the multi-

temporal and multi-seasonal data sets for a long-term continuous timeframe. Thus, large Landsat data sets are 

necessary to obtain a reliable result on this relationship. The present study analyzes the nature, strength, and 

trend of the effect of LST on NDVI and the LST-NDVI correlation on different types of LULC and their seasonal 

variation from 1988 to 2019. Thus, the new direction of the study is the long-term monthly change of LST-NDVI 

correlation analysis using the time-series data of Landsat sensors. The objective of the current research is to 

analyze the response of mean LST and LST-NDVI correlation in different months. 

Study area and data 

Figure 1 shows the research place (Raipur City of India) of the present research work. Figure 1(a) presents 

the outline map of India where Chhattisgarh State is located in the middle part (Source: Survey of India). Figure 

1(b) presents the outline map of Chhattisgarh State with districts (Source: Survey of India). Figure 1(c) 

represents the false colour composite (FCC) image of Raipur City from recent Landsat 8 data (Date: 7 November 

2018) where blue, green, and red bands of the image are filtered by the green, red, and infrared bands, 

respectively. False colour composite images are the combination of bands other than visible red, green, and 

blue as the red, green, and blue components of the display. These images are useful to allow us to distinguish 

various types of land surface materials that are difficult to identify by the naked eye or true colour composite 

image. Figure 1(d) indicates the contour map (Date: 11 October 2011) of the city from Advanced Spaceborne 

Thermal Emission and Reflection Radiometer (ASTER) Digital Elevation Model (DEM) data (Source: USGS). The 

city extends from 21o11'22"N to 21o20'02"N and from 81o32'20"E to 81o41'50"E. The total area of the city is 

approximately 164.23 km2. The only big river in the area is Mahanadi. The south of the city is covered by dense 

forests. Geologically the city is very stable and no such major geological hazards are seen in the area. The central 

https://en.wikipedia.org/wiki/Mahanadi_River
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part of the city has a higher elevation compared to the periphery area. According to India Meteorological 

Department (IMD), Raipur is under the savannah type of climate. Table 1 presents the climatic data of Raipur 

from 1981-2012 (Source: IMD). May is the hottest month followed by April, June, and March. July is the rainiest 

month followed by August, June, and September. October and November are the post-monsoon months that 

experience pleasant weather conditions. December (the coldest month), January, and February are the winter 

months. The pre-monsoon and winter months (including November) remain dry compared to the monsoon and 

post-monsoon months. 

Table 1 –Climate data for Raipur City (1981–2012) 

Weather 

Elements 

January February March April May June July August September October November December 

Maximum 

Temp (oC) 

31.5 34.8 39.8 43.2 45.2 44.4 36.1 33.7 34.4 37.7 32.5 30.8 

Minimum 

Temp (oC) 

8.6 11.3 15.7 19.7 22.2 21.6 21.2 21.7 21.3 16.8 11.6 8.9 

Mean Temp 

(oC) 

20.7 23.4 28.9 32.3 34.7 31.7 27.8 27.2 27.8 27.6 23.1 20.3 

Mean 

Monthly 

Rainfall (mm) 

13.7 13.4 11.9 8.9 30.3 221.1 326.9 299.9 200.5 50.4 9.8 6.6 

Average 

Relative 

Humidity (%) 

47 35 28 22 27 52 76 79 73 59 51 49 

Source: IMD (2020). 

 

Figure 1 – Location of the study area (a) India (b) Chhattisgarh (c) FCC image of Raipur (d) Contour Map of Raipur showing the 

contours of 220 m, 240 m, 260 m, 280 m, 300 m, and 320 m. Source: Authors (2020). 

Table 2 shows the resolution and wavelength information visible to near-infrared (VNIR) bands, shortwave 

infrared (SWIR) bands, and thermal infrared (TIR) bands of different types of Landsat satellite sensors.  

(a) 

(b) 



A long-term monthly assessment of land surface temperature and normalized difference  

vegetation index using Landsat data 

 

 

urbe. Revista Brasileira de Gestão Urbana, 2021, 13, e20200345 5/19 

Table 2 – Band and wavelength information about various types of Landsat sensors 

Note:*TM band 6 was acquired at 120 m resolution, but products are resampled by USGS to 30 m pixels.**ETM+ band 6 is acquired at 

60 m resolution, but products are resampled by USGS to 30 m pixels.***TIRS bands 10 and 11are acquired at 100 m resolution, but 

products are resampled by USGS to 30 m pixels. Source: USGS. 

One hundred and eighteen available cloud-free Landsat TM, ETM+, and OLI/TIRS data from 1988 to 2019 

were freely downloaded from the USGS Data Centre (Table 2) to conduct the whole study. OLI/TIRS dataset has 

two TIR bands (bands 10 and 11). This large dataset was prepared by taking eleven data from January, fifteen 

from February, thirteen from March, ten from April, seventeen from May, four from June, four from September, 

thirteen from October, fifteen from November, and sixteen from December. There are very few cloud-free data 

sets available in the wet season (June-September), and this phenomenon could have an impact on the result of 

the retrieved LST. These Landsat data sets passed over the Raipur City every day between 10:00 AM to 10:30 

AM. Hence, there is a scope to retrieve the LST of the study area at a specific time every day. The TIR band 10 

data (100 m resolution) was applied for the current research due to better-calibrated certainty (Guha et al., 

2018). The TIR band 10 data was resampled to 30 m x 30 m pixel size by the USGS data centre. TM data has 

only one TIR band (band 6) of 120 m resolution that was also resampled to 30 m x 30 m pixel size by the USGS 

data centre. ETM+ data has a TIR band (band 6) of 60 m resolution, and it was again resampled to 30 m x 30 m 

pixel size by the USGS data centre. The spatial resolution of the VNIR bands of the three types of Landsat sensors 

is 30 m. 

Landsat 5 TM Landsat 7 ETM+ Landsat 8 OLI/TIRS 

Bands Wavelength 

(µm) 

Resolution 

(m) 

Bands Wavelength 

(µm) 

Resolution 

(m) 

Bands Wavelength 

(µm) 

Resolution 

(m) 

Band1-

Blue 

0.45-0.52 30 Band1-

Blue 

0.45-0.52 30 Band1-

Ultra Blue  

0.435-0.451 30 

Band2-

Green 

0.52-0.60 30 Band2-

Green 

0.52-0.60 30 Band2-

Blue 

0.452-0.512 30 

Band3-

Red 

0.63-0.69 30 Band3-

Red 

0.63-0.69 30 Band3-

Green 

0.533-0.590 30 

Band4-

NIR 

0.76-0.90 30 Band4-

NIR 

0.77-0.90 30 Band4-Red 0.636-0.673 30 

Band5-

SWIR1 

1.55-1.75 30 Band5-

SWIR1 

1.55-1.75 30 Band5-NIR 0.851-0.879 30 

Band6-

TIR 

10.40-12.50 120*(30) Band6-

TIR 

10.40-12.50 60**(30) Band6-

SWIR1 

1.566-1.651 30 

Band7-

SWIR2 

2.08-2.35 30 Band7-

SWIR2 

2.09-2.35 30 Band7-

SWIR2 

2.107-2.294 30 

   Band8-

Pan 

0.52-0.90 15 Band8-Pan 0.503-0.676 15 

      Band9-

Cirrus 

1.363-1.384 30 

      Band10-

TIR1 

10.60-11.19 100***(30) 

      Band11-

TIR2 

11.50-12.51 100***(30) 
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Table 3 – Specification of TM, ETM+, and OLI/TIRS data used in the present study 

Landsat scene ID Date of 

acquisition 

Time 

(UTC) 

Path/Row Sun 

elevation 

(o) 

Sun 

azimuth 

(o) 

 

Cloud 

cover 

(%) 

Earth-Sun 

distance 

(astronomical 

unit) 

Resolution 

of VNIR 

bands (m) 

Resolution 

of TIR 

bands (m) 

LT51420451988021BKT00 21-Jan-88 04:25:17 142/044 36.59 139.02 0.00 0.98 30 120 

LT51420451990010BKT02 10-Jan-90 04:18:43 142/044 34.63 139.85 0.00 0.98 30 120 

LT51420451992016ISP00 16-Jan-92 04:20:22 142/044 35.26 139.03 3.00 0.98 30 120 

LT51420451993018ISP00 18-Jan-93 04:17:47 142/044 35.14 137.86 0.00 0.98 30 120 

LT51420451996027ISP00 27-Jan-96 04:00:14 142/044 33.31 132.27 0.00 0.98 30 120 

LT51420452005019BKT00 19-Jan-05 04:42:17 142/044 38.92 143.21 0.00 0.98 30 120 

LT51420452007025BKT00 25-Jan-06 04:51:03 142/044 40.86 143.96 0.00 0.98 30 120 

LT51420452009014BKT01 14-Jan-09 04:41:09 142/044 38.24 144.11 0.00 0.98 30 120 

LT51420452011020BKT00 20-Jan-11 04:46:03 142/044 39.52 144.02 0.00 0.98 30 120 

LC81420452015015LGN01 15-Jan-15 04:56:09 142/044 40.22 147.71 0.01 0.98 30 100 

LC81420452018023LGN00 23-Jan-18 04:56:05 142/044 41.34 145.80 0.14 0.98 30 100 

LT51420451989055BKT00 24-Feb-89 04:25:59 142/044 43.93 128.98 0.00 0.98 30 120 

LT51420451990042BKT00 11-Feb-90 04:17:45 142/044 39.09 131.39 0.00 0.98 30 120 

LT51420451991045ISP00 14-Feb-91 04:16:55 142/044 39.64 130.41 0.00 0.98 30 120 

LT51420451992048ISP00 17-Feb-92 04:20:15 142/044 40.89 130.26 4.00 0.98 30 120 

LT51420451993050BKT00 19-Feb-93 04:18:04 142/044 41.21 128.89 0.00 0.98 30 120 

LE71420452002051BKT00 20-Feb-02 04:44:56 142/044 46.09 135.11 0.00 0.98 30 60 

LT51420452004049BKT00 18-Feb-04 04:35:03 142/044 43.76 133.39 0.00 0.98 30 120 

LT51420452006054BKT00 23-Feb-06 04:46:49 142/044 47.31 134.66 0.00 0.98 30 120 

LT51420452009046KHC01 15-Feb-09 04:41:59 142/044 44.35 135.85 0.00 0.98 30 120 

LT51420452010049KHC00 18-Feb-10 04:47:02 142/044 45.89 136.27 7.00 0.98 30 120 

LC81420452015047LGN01 16-Feb-15 04:55:55 142/044 46.67 139.41 0.01 0.98 30 100 

LC81420452016050LGN01 19-Feb-16 04:56:00 142/044 47.48 138.61 0.10 0.98 30 100 

LC81420452017052LGN00 21-Feb-17 04:56:01 142/044 48.28 137.76 0.00 0.98 30 100 

LC81420452018055LGN00 24-Feb-18 04:55:51 142/044 49.09 136.84 0.07 0.98 30 100 

LC81420452019042LGN00 11-Feb-19 04:55:52 142/044 45.33 140.84 0.00 0.98 30 100 

LT51420451989071BKT00 12-Mar-89 04:25:33 142/044 48.55 123.00 0.00 0.99 30 120 

LT51420451990074BKT02 15-Mar-90 04:16:41 142/044 47.52 119.81 0.00 0.99 30 120 

LT51420451991077ISP00 18-Mar-91 04:17:34 142/044 48.58 118.92 0.00 0.99 30 120 

LT51420451992080ISP00 20-Mar-91 04:20:18 142/044 49.87 118.28 0.00 0.99 30 120 

LE71420452003070SGS01 11-Mar-03 04:44:52 142/044 51.76 128.43 4.00 0.99 30 60 

LT51420452004081BKT00 21-Mar-04 04:35:14 142/044 53.26 121.40 0.00 0.99 30 120 

LT51420452007073BKT00 14-Mar-07 04:51:04 142/044 53.78 128.95 2.00 0.99 30 120 

LT51420452009078KHC00 19-Mar-09 04:42:44 142/044 54.10 124.40 2.00 0.99 30 120 

LC81420452014076LGN01 17-Mar-14 04:56:36 142/044 55.95 129.38 0.00 0.99 30 100 

LC81420452015079LGN01 20-Mar-15 04:55:41 142/044 56.69 127.93 0.02 0.99 30 100 

LC81420452016082LGN01 22-Mar-16 04:55:53 142/044 57.61 126.77 0.00 0.99 30 100 

LC81420452017084LGN00 25-Mar-17 04:55:44 142/044 58.46 125.46 0.00 0.99 30 100 

LC81420452018071LGN00 12-Mar-18 04:55:43 142/044 54.19 131.16 2.10 0.99 30 100 

LT51420451992112BKT00 21-Apr-92 04:20:02 142/044 57.53 102.14 0.00 1.00 30 120 

LT51420451995104ISP01 14-Apr-95 04:05:06 142/044 52.75 103.75 0.00 1.00 30 120 

LE71420452001112SGS00 22-Apr-01 04:46:12 142/044 63.60 106.77 0.00 1.00 30 60 

LE71420452002115SGS01 25-Apr-02 04:44:53 142/044 63.79 104.70 0.00 1.00 30 60 

LE71420452003102BKT00 12-Apr-03 04:44:52 142/044 61.11 112.94 0.00 1.00 30 60 

LT51420452004113BKT00 22-Apr-04 04:36:01 142/044 61.43 104.47 1.00 1.00 30 120 

LT51420452009110BKT00 20-Apr-09 04:43:24 142/044 62.67 107.39 0.00 1.00 30 120 

LT51420452010113KHC00 23-Apr-10 04:46:58 142/044 63.95 106.44 0.00 1.00 30 120 

LC81420452016114LGN01 23-Apr-16 04:55:38 142/044 65.99 108.18 0.00 1.00 30 100 

LC81420452017084LGN00 10-Apr-17 04:55:44 142/044 58.46 125.46 0.00 0.99 30 100 

LT51420451991141ISP00 21-May-91 04:18:39 142/044 59.92 87.09 1.00 1.01 30 120 

LE71420452002131SGS00 11-May-02 04:44:54 142/044 65.61 94.50 5.00 1.00 30 60 

LT51420452004145BKT00 24-May-04 04:36:54 142/044 64.25 86.72 0.00 1.00 30 120 

LT51420452005131BKT00 11-May-05 04:43:22 142/044 65.34 94.16 0.00 1.00 30 120 

LT51420452006134BKT00 14-May-06 04:48:12 142/044 66.63 93.11 6.00 1.01 30 120 

LT51420452007137BKT00 17-May-07 04:50:37 142/044 67.20 91.75 0.00 1.01 30 120 

LT51420452008140BKT01 19-May-08 04:44:32 142/044 65.93 89.64 0.00 1.01 30 120 

LT51420452009142KHC00 22-May-09 04:44:00 142/044 65.88 88.22 1.00 1.00 30 120 

LT51420452010145BKT01 25-May-10 04:46:51 142/044 66.53 87.12 0.00 1.00 30 120 

LT51420452011132KHC00 12-May-11 04:45:42 142/044 65.90 94.11 0.00 1.00 30 120 

LC81420452013137LGN02 13-May-13 04:58:06 142/044 69.04 92.30 2.54 1.01 30 100 

LC81420452014140LGN01 20-May-14 04:55:38 142/044 68.56 90.40 5.46 1.01 30 100 

LC81420452015143LGN01 23-May-15 04:55:10 142/044 68.48 88.84 9.84 1.01 30 100 

LC81420452016146LGN01 25-May-16 04:55:44 142/044 68.61 87.48 0.26 1.01 30 100 

LC81420452017132LGN00 12-May-17 04:55:30 142/044 68.25 95.17 0.28 1.01 30 100 

LC81420452018135LGN00 15-May-18 04:55:08 142/044 68.27 93.32 0.30 1.01 30 100 

LC81420452019138LGN00 18-May-19 04:55:43 142/044 68.51 91.70 0.00 1.01 30 100 

LT51420452005163BKT00 12-Jun-05 04:43:39 142/044 65.27 81.43 0.00 1.00 30 120 

LT51420452006166BKT00 15-Jun-06 04:48:42 142/044 66.32 81.13 4.00 1.01 30 120 

LT51420452009174KHC00 23-Jun-09 04:44:35 142/044 64.96 80.76 0.00 1.00 30 120 

LC81420452018167LGN00 16-Jun-18 04:55:01 142/044 67.74 81.10 2.31 1.01 30 100 

LT51420451996267ISP00 23-Sep-96 04:14:16 142/044 51.81 120.64 2.00 1.00 30 120 

LT51420452001264SGI00 21-Sep-01 04:36:11 142/044 56.36 125.04 1.00 1.00 30 120 

LE71420452002259SGS00 16-Sep-02 04:43:55 142/044 58.78 123.87 1.00 1.00 30 60 

LC81420452014268LGN01 25-Sep-14 04:56:11 142/044 59.21 134.18 0.81 1.00 30 100 

LT51420451988293BKT00 19-Oct-88 04:26:40 142/044 48.50 137.09 4.00 0.99 30 120 

LT51420451991285BKT02 12-Oct-91 04:20:12 142/044 42.22 131.85 6.00 0.99 30 120 

LT51420451992288BKT00 14-Oct-92 04:17:37 142/044 48.16 132.43 0.00 0.99 30 120 

LT51420451996299ISP00 25-Oct-96 04:15:55 142/044 45.37 136.48 5.00 0.99 30 120 

LE71420452001288SGS00 15-Oct-01 04:44:20 142/044 52.23 140.69 6.00 0.99 30 60 

LT51420452001296SGI00 23-Oct-01 04:35:57 142/044 48.90 141.22 0.00 0.99 30 120 

LT51420452004289BKT00 15-Oct-04 04:40:36 142/044 51.63 139.65 4.00 0.99 30 120 

LT51420452006294BKT01 21-Oct-06 04:50:19 142/044 51.50 144.97 0.00 0.99 30 120 

LT51420452009286KHC00 13-Oct-09 04:46:12 142/044 53.04 140.48 0.00 0.99 30 120 

LT51420452011292KHC00 19-Oct-11 04:44:07 142/044 51.29 142.15 1.00 0.99 30 120 

LC81420452015287LGN01 14-Oct-15 04:56:07 142/044 54.32 144.18 0.99 0.99 30 100 

LC81420452016290LGN01 16-Oct-16 04:56:27 142/044 53.58 145.43 0.00 0.99 30 100 

LC81420452018295LGN00 22-Oct-18 04:55:59 142/044 51.96 147.33 0.02 0.99 30 100 

LT51420451988325BKT01 20-Nov-88 04:26:43 142/044 40.65 145.10 0.00 0.98 30 120 

LT51420451989327BKT00 23-Nov-89 04:20:05 142/044 39.18 143.73 0.00 0.98 30 120 

LT51420451991317ISP00 13-Nov-91 04:20:19 142/044 41.53 142.35 1.00 0.99 30 120 

LT51420451993322ISP00 18-Nov-93 04:18:01 142/044 39.98 142.68 1.00 0.98 30 120 

LT51420451996315ISP00 10-Nov-96 04:16:41 142/044 41.61 141.11 7.00 0.99 30 120 

LE71420451999315SGS00 11-Nov-99 04:49:00 142/044 45.72 149.96 0.00 0.99 30 60 

LT51420452004321BKT00 16-Nov-04 04:41:11 142/044 43.41 148.58 0.00 0.98 30 120 

LT51420452005323BKT01 19-Nov-05 04:44:37 142/044 43.18 149.85 2.00 0.98 30 120 

LT51420452006326BKT01 22-Nov-06 04:50:37 142/044 43.19 151.69 0.00 0.98 30 120 

LT51420452008316BKT00 11-Nov-08 04:39:17 142/044 44.41 147.38 1.00 0.98 30 120 

LC81420452013329LGN01 25-Nov-13 04:57:43 142/044 43.28 153.97 0.00 0.98 30 100 

LC81420452014316LGN01 12-Nov-14 04:56:21 142/044 46.22 152.46 7.59 0.98 30 100 

LC81420452016322LGN01 17-Nov-16 04:56:27 142/044 44.87 153.13 0.00 0.98 30 100 

LC81420452017324LGN01 20-Nov-17 04:56:20 142/044 44.22 153.32 1.75 0.98 30 100 

LC81420452019314LGN00 10-Nov-19 04:56:29 142/044 46.82 152.20 0.64 0.99 30 100 

LT51420451988357BKT00 22-Dec-88 04:26:25 142/044 35.86 144.63 1.00 0.98 30 120 

LT51420451992352ISP00 17-Dec-92 04:17:26 142/044 35.02 143.08 0.00 0.98 30 120 

LT51420451994357ISP00 23-Dec-94 04:09:30 142/044 33.44 140.84 0.00 0.98 30 120 

LT51420451995344BKT00 10-Dec-95 03:56:47 142/044 33.01 139.15 0.00 0.98 30 120 

LE71420452000350SGS00 15-Dec-00 04:46:31 142/044 38.94 150.22 0.00 0.98 30 60 

LE71420452002355SGS00 21-Dec-02 04:44:25 142/044 38.23 149.09 0.00 0.98 30 60 

LT51420452004353BKT00 18-Dec-04 04:41:52 142/044 38.12 148.74 0.00 0.98 30 120 

LT51420452006358BKT00 24-Dec-06 04:50:51 142/044 38.79 150.28 2.00 0.98 30 120 

LT51420452008348KHC01 13-Dec-08 04:40:17 142/044 38.45 148.87 1.00 0.98 30 120 

LT51420452009350KHC00 16-Dec-09 04:46:44 142/044 38.90 150.21 1.00 0.99 30 120 

LT51420452010353BKT00 19-Dec-10 04:45:59 142/044 38.59 149.75 0.00 0.98 30 120 

LC81420452013345LGN01 11-Dec-13 04:57:42 142/044 40.63 153.52 0.00 0.98 30 100 

LC81420452016354LGN02 19-Dec-16 04:56:22 142/044 39.71 152.38 0.01 0.98 30 100 

LC81420452017356LGN00 22-Dec-17 04:56:19 142/044 39.53 152.00 0.07 0.98 30 100 

LC81420452018359LGN00 25-Dec-18 04:55:59 142/044 39.40 151.57 0.01 0.98 30 100 

LC81420452019346LGN00 12-Dec-19 04:56:25 142/044 40.45 153.18 0.19 0.98 30 100 

Source: Author (2020).
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Methodology 

Retrieving LST from Landsat data 

In this study, the mono-window algorithm was applied to retrieve LST from multi-temporal Landsat 

satellite sensors where three necessary parameters are ground emissivity, atmospheric transmittance, and 

effective mean atmospheric temperature (Qin et al., 2001; Wang et al., 2016; Wang et al., 2019; Sekertekin & 

Bonafoni, 2020). At first, the original TIR bands (100 m resolution for Landsat 8 OLI/TIRS data, 60 m resolution 

for Landsat 7 ETM+ data, and 120 m resolution for Landsat 5 TM data) were resampled into 30 m by the USGS 

data centre for further application.  

The TIR pixel values are firstly converted into radiance from digital number (DN) values. Radiance for TIR 

band of Landsat 5 TM data and Landsat 7 ETM+ data is obtained using Eq. (1) (USGS): 

 

where,  is Top of Atmosphere (TOA) spectral radiance (Wm-2sr-1mm-1),  is the quantized calibrated 

pixel value in DN,  (Wm-2sr-1mm-1) is the spectral radiance scaled to ,  (Wm-2sr-1mm-1) is 

the spectral radiance scaled to ,  is the minimum quantized calibrated pixel value in DN and 

 is the maximum quantized calibrated pixel value in DN. , , , and 

values are obtained from the metadata file of Landsat TM and ETM+ data. Radiance for Landsat 8 TIR band is 

obtained from Eq. (2) (Zanter, 2019): 

 

where,  is the TOA spectral radiance (Wm-2sr-1mm-1),  is the band-specific multiplicative rescaling 

factor from the metadata,  is the band-specific additive rescaling factor from the metadata, is the 

quantized and calibrated standard product pixel values (DN). All of these variables can be retrieved from the 

metadata file of Landsat 8 OLI/TIRS data. 

For Landsat 5 TM data and Landsat 7 ETM+ data, the reflectance value is obtained from radiances using Eq. 

(3) (USGS): 

 

where, is unitless planetary reflectance,  is the TOA spectral radiance (Wm-2sr-1µm-1), is Earth-Sun 

distance in astronomical units,  is the mean solar exo-atmospheric spectral irradiances (Wm-2µm-1) and 

 is the solar zenith angle in degrees.  values for each band of Landsat 5 can be obtained from the 

handbooks of the related mission.  and values can be attained from the metadata file. 

For Landsat 8 OLI/TIRS data, reflectance conversion can be applied to DN values directly as in Eq. (4) 

(Zanter, 2019): 
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where,  is the band-specific multiplicative rescaling factor from the metadata, is the band-specific 

additive rescaling factor from the metadata,  is the quantized and calibrated standard product pixel values 

(DN) and is the local sun elevation angle from the metadata file. 

Eq. (5) is used to convert the spectral radiance to at-sensor brightness temperature (Wukelic et al., 1989). 

 

where, is the brightness temperature in Kelvin (K),  is the spectral radiance in Wm-2sr-1mm-1; and 

are calibration constants. For Landsat 8 data, is 774.89, is 1321.08 (Wm-2sr-1mm-1). For Landsat 7 data, 

= 666.09, = 1282.71 (Wm-2sr-1mm-1). For Landsat 5 data, is 607.76, is 1260.56 (Wm-2sr-1mm-1).  

The land surface emissivity , is estimated using the NDVI Thresholds Method (Sobrino et al., 2004). The 

fractional vegetation , of each pixel, is determined from the NDVI using the following equation (Carlson & 

Ripley, 1997): 

 

where,  is the minimum NDVI value (0.2) for bare soil pixel and  is the maximum NDVI 

value (0.5) for healthy vegetation pixel.  

is the effect of the geometrical distribution of the natural surfaces and internal reflections. For mixed 

and elevated land surfaces, the value of may be 2% (Sobrino et al., 2004). 

 

where,  is vegetation emissivity, is soil emissivity, is fractional vegetation, is a shape factor 

whose mean is 0.55 (Sobrino et al., 2004). 

 

where,  is the land surface emissivity that is determined by the following equation (Sobrino et al., 2004): 

 

Water vapour content is estimated by the following equation (Li, 2006; Yang & Qiu, 1996): 
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where, is the water vapour content (g/cm2), is the near-surface air temperature in Kelvin (K),  is 

the relative humidity (%). These parameters of the atmospheric profile are obtained from the Meteorological 

Centre, Raipur (http://www.imdraipur.gov.in). Atmospheric transmittance is determined for Raipur City using 

the following equation (Qin et al., 2001; Sun et al., 2010): 

 

where, is the total atmospheric transmittance, is the land surface emissivity. 

Raipur City is located in the tropical region. Thus, the following equations are applied to compute the 

effective mean atmospheric transmittance of Raipur (Qin et al., 2001; Sun et al., 2010): 

 

LST is retrieved from Landsat 5 TM, Landsat 7 ETM+, and Landsat 8 OLI/TIRS satellite data by using the 

following equations (Qin et al., 2001): 

 

 

 

where, is the land surface emissivity, is the total atmospheric transmittance, is the at-sensor 

brightness temperature, is the mean atmospheric temperature, is the near-surface air temperature, is 

the land surface temperature, , . 

Figure 2 shows the flowchart of methodology of the present study which clearly presents the steps of the 

LST retrieval process. 

 

Figure 2 – Flowchart showing the methodology of the present study. Source: Author (2021). 
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Determination of NDVI  

Here, NDVI was selected as a normalized difference spectral index in the research work (Tucker, 1979). 

NDVI is determined by the red and NIR bands. For TM and ETM+ data, band 3 is used as a red band and band 4 

is used as a NIR band, respectively. For OLI/TIRS data, band 4 and band 5 are used as red and NIR bands, 

respectively (Table 4). The value of NDVI ranges between −1 and +1. Generally, the negative value of NDVI 

indicates the water surfaces. Positive NDVI shows vegetation surface. The increasing positive value of NDVI 

indicates the increase of greenness in plants. 

Table 4 – Description of normalized difference vegetation index (NDVI) 

Acronym Description Formulation References 

NDVI 

Normalized difference  

vegetation index 

 Tucker 1979 

Source: Author (2020). 

Results and discussion 

Monthly variation in LST distribution  

Table 5 shows a clear observation of monthly change in the mean LST values. In this table, the mean LST 

of each image is shown. The mean LST of every month was also determined. In this way, the mean LST values 

for ten months (no cloud-free data was available for July and August) were presented.  

It is seen from Table 5 that the mean LST of the city was above 32oC mean LST for all the months from 

March-May of 1992, 2001-02, 2004-05, 2008-11, 2013, 2016-17, and 2019. June and September of 2005, 2006, 

and 2009 have more mean LST values than the earlier and later years. The scenario was completely different 

from October to February, where that the mean LST of the city was below 28oC LST. April (38.79oC mean LST), 

May (36.65oC mean LST), June (34.56oC mean LST), and March (32.11oC mean LST) - these four months have 

an average value of > 35oC mean LST throughout the entire period of study. February (27.88oC mean LST), 

October (27.23oC mean LST), September (27.18oC mean LST), and November (25.83oC mean LST) - these four 

months have an average value of 25-28oC mean LST throughout the entire time. Only December (23.76oC mean 

LST) and January (23.01oC mean LST) months have an average value of < 24oC mean LST for the period. The 

average value of the highest and the lowest mean LST from 1988 to 2019 is observed in April and January, 

respectively. The northwest and southeast parts of the study area exhibit high LST. These parts also have a low 

percentage of urban vegetation and a high percentage of built-up areas and bare land. It shows that the 

proportion of vegetation reduced significantly with time.  

Figure 3 shows the line graph of LST in different months from 1988 o 2019. October, November, and 

December present an almost similar pattern of LST distribution. January and February show an almost similar 

trend in their LST graph. A similarity also has been seen in the mean LST graph of March, April, and May. The 

LST graph of June shows a negative trend, while September shows a positive trend. 
  

Re

Re

NIR d
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Table 5 – Monthly distribution of mean LST (oC) for the entire Raipur City from 1988 to 2019 

January LST (oC) February LST (oC) March LST (oC) April LST (oC) May LST (oC) 

1988-Jan-21 24.52 1989-Feb-24 28.31 1989-Mar-12 28.14 1990-Apr-16 40.87 1991-May-21 36.63 

1990-Jan-10 24.42 1990-Feb-11 25.26 1990-Mar-15 30.96 1992-Apr-21 41.19 2002-May-11 40.92 

1992-Jan-16 21.33 1991-Feb-14 23.98 1991-Mar-18 29.50 1995-Apr-14 34.63 2004-May-24 40.74 

1993-Jan-18 23.41 1992-Feb-17 25.30 1992-Mar-20 32.84 2001-Apr-22 41.34 2005-May-11 38.72 

1996-Jan-27 22.08 1993-Feb-19 28.42 2003-Mar-11 29.49 2002-Apr-25 38.85 2006-May-14 28.43 

2005-Jan-19 22.08 2002-Feb-20 30.39 2004-Mar-21 36.48 2003-Apr-12 31.28 2007-May-17 36.20 

2007-Jan-25 26.37 2004-Feb-18 26.64 2007-Mar-14 27.57 2004-Apr-22 36.80 2008-May-19 38.36 

2009-Jan-14 17.15 2006-Feb-23 32.95 2009-Mar-19 33.79 2009-Apr-20 39.74 2009-May-22 33.20 

2011-Jan-20 23.03 2009-Feb-15 31.01 2014-Mar-17 31.68 2010-Apr-23 40.63 2010-May-25 36.11 

2015-Jan-15 23.49 2010-Feb-18 22.67 2015-Mar-20 32.83 2016-Apr-23 42.97 2011-May-12 39.80 

2018-Jan-23 25.26 2015-Feb-16 29.75 2016-Mar-22 37.00 2017-Apr-10 38.37 2013-May-17 40.28 

  2016-Feb-19 24.60 2017-Mar-25 37.06   2014-May-20 34.91 

  2017-Feb-21 32.45 2018-Mar-12 30.09   2015-May-23 36.42 

  2018-Feb-24 31.05     2016-May-25 37.22 

  2019-Feb-11 25.37     2017-May-12 33.33 

  1989-Feb-24 28.31     2018-May-15 31.42 

        2019-May-18 40.21 

Mean 23.01 Mean 27.88 Mean 32.11 Mean 38.79 Mean 36.64 

June LST (oC) September LST (oC) October LST (oC) November LST (oC) December LST (oC) 

2005-Jun-12 38.66 1996-Sep-23 24.09 1988-Oct-19 28.86 1988-Nov-20 24.27 1988-Dec-22 23.96 

2006-Jun-15 35.43 2001-Sep-21 26.13 1991-Oct-12 24.98 1989-Nov-23 25.16 1992-Dec-17 22.34 

2009-Jun-23 33.05 2002-Sep-16 28.81 1992-Oct-14 24.61 1991-Nov-13 23.64 1994-Dec-23 18.55 

2018-Jun-16 31.08 2014-Sep-25 29.67 1996-Oct-25 22.56 1993-Nov-18 24.47 1995-Dec-10 21.49 

    2001-Oct-15 30.12 1996-Nov-10 23.15 2000-Dec-15 26.81 

    2001-Oct-23 26.85 1999-Nov-11 29.16 2002-Dec-21 27.09 

    2004-Oct-15 27.56 2004-Nov-16 28.45 2004-Dec-18 25.76 

    2006-Oct-21 26.30 2005-Nov-19 26.72 2006-Dec-24 23.35 

    2009-Oct-13 27.10 2006-Nov-22 26.40 2008-Dec-13 25.71 

    2011-Oct-19 28.30 2008-Nov-11 27.38 2009-Dec-16 23.59 

    2015-Oct-14 27.61 2013-Nov-25 26.09 2010-Dec-19 22.31 

    2016-Oct-16 30.02 2014-Nov-12 23.47 2013-Dec-11 24.62 

    2018-Oct-22 29.01 2016-Nov-17 27.18 2016-Dec-19 24.60 

      2017-Nov-20 26.28 2017-Dec-22 24.02 

      2019-Nov-10 25.60 2018-Dec-25 21.17 

        2019-Dec-12 24.74 

Mean 34.56 Mean 27.18 Mean 27.22 Mean 25.83 Mean 23.76 

Source: Author (2021). 
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Figure 3 – Line graphs for monthly variation of LST (oC) from1988 to 2019: (a) January  (b) February (c) March (d) April (e) May (f) June 

(g) September (h) October (i) November (j) December. Source: Author (2021). 
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Monthly variation on LST-NDVI relationship 

Table 6 – Monthly variation of LST-NDVI correlation coefficient(1988-2019) (significant at 0.05 level) 

January Correlation 

coefficient 

February Correlation 

coefficient 

March Correlation 

coefficient 

April Correlation 

coefficient 

May Correlation 

coefficient 

1988-Jan-21 -0.31 1989-Feb-24 -0.39 1989-Mar-12 -0.43 1990-Apr-16 -0.52 1991-May-21 -0.43 

1990-Jan-10 -0.36 1990-Feb-11 -0.38 1990-Mar-15 -0.43 1992-Apr-21 -0.53 2002-May-11 -0.56 

1992-Jan-16 -0.35 1991-Feb-14 -0.12 1991-Mar-18 -0.40 1995-Apr-14 -0.38 2004-May-24 -0.46 

1993-Jan-18 -0.38 1992-Feb-17 -0.29 1992-Mar-20 -0.40 2001-Apr-22 -0.65 2005-May-11 -0.54 

1996-Jan-27 -0.30 1993-Feb-19 -0.37 2003-Mar-11 -0.41 2002-Apr-25 -0.57 2006-May-14 -0.46 

2005-Jan-19 -0.21 2002-Feb-20 -0.44 2004-Mar-21 -0.49 2003-Apr-12 -0.39 2007-May-17 -0.33 

2007-Jan-25 -0.21 2004-Feb-18 -0.30 2007-Mar-14 -0.38 2004-Apr-22 -0.51 2008-May-19 -0.48 

2009-Jan-14 -0.25 2006-Feb-23 -0.31 2009-Mar-19 -0.54 2009-Apr-20 -0.56 2009-May-22 -0.44 

2011-Jan-20 -0.18 2009-Feb-15 -0.36 2014-Mar-17 -0.42 2010-Apr-23 -0.52 2010-May-25 -0.47 

2015-Jan-15 -0.27 2010-Feb-18 -0.24 2015-Mar-20 -0.36 2016-Apr-23 -0.46 2011-May-12 -0.56 

2018-Jan-23 -0.15 2015-Feb-16 -0.16 2016-Mar-22 -0.40 2017-Apr-10 -0.51 2013-May-17 -0.43 

  2016-Feb-19 -0.21 2017-Mar-25 -0.43   2014-May-20 -0.41 

  2017-Feb-21 -0.30 2018-Mar-12 -0.37   2015-May-23 -0.34 

  2018-Feb-24 -0.28     2016-May-25 -0.38 

  2019-Feb-11 -0.21     2017-May-12 -0.29 

  1989-Feb-24 -0.39     2018-May-15 -0.45 

        2019-May-18 -0.43 

Mean -0.24 Mean -0.29 Mean -0.40 Mean -0.51 Mean -0.44 

June Correlation 

coefficient 

September Correlation 

coefficient 

October Correlation 

coefficient 

November Correlation 

coefficient 

December Correlation 

coefficient 

2005-Jun-12 -0.51 1996-Sep-23 -0.54 1988-Oct-19 -0.69 1988-Nov-20 -0.41 1988-Dec-22 -0.20 

2006-Jun-15 -0.46 2001-Sep-21 -0.58 1991-Oct-12 -0.63 1989-Nov-23 -0.29 1992-Dec-17 -0.15 

2009-Jun-23 -0.42 2002-Sep-16 -0.56 1992-Oct-14 -0.68 1991-Nov-13 -0.38 1994-Dec-23 -0.24 

2018-Jun-16 -0.46 2014-Sep-25 -0.53 1996-Oct-25 -0.64 1993-Nov-18 -0.19 1995-Dec-10 -0.09 

    2001-Oct-15 -0.66 1996-Nov-10 -0.40 2000-Dec-15 -0.18 

    2001-Oct-23 -0.58 1999-Nov-11 -0.48 2002-Dec-21 -0.29 

    2004-Oct-15 -0.63 2004-Nov-16 -0.35 2004-Dec-18 -0.10 

    2006-Oct-21 -0.51 2005-Nov-19 -0.31 2006-Dec-24 -0.23 

    2009-Oct-13 -0.64 2006-Nov-22 -0.23 2008-Dec-13 -0.12 

    2011-Oct-19 -0.63 2008-Nov-11 -0.41 2009-Dec-16 -0.20 

    2015-Oct-14 -0.61 2013-Nov-25 -0.44 2010-Dec-19 -0.24 

    2016-Oct-16 -0.53 2014-Nov-12 -0.52 2013-Dec-11 -0.19 

    2018-Oct-22 -0.63 2016-Nov-17 -0.44 2016-Dec-19 -0.21 

      2017-Nov-20 -0.45 2017-Dec-22 -0.30 

      2019-Nov-10 -0.59 2018-Dec-25 -0.22 

        2019-Dec-12 -0.40 

Mean -0.47 Mean -0.55 Mean -0.62 Mean -0.39 Mean -0.21 

Source: Author (2021). 

Table 6 represents a monthly variation of Pearson's linear correlation method between LST and NDVI 

significant at 0.05 level. On average, October (-0.62), September (-0.55), and April (-0.51) months build a strong 

negative correlation. June (-0.47), May (-0.44), March (-0.44), and November (-0.39) months have a moderate 

negative correlation. A weak negative correlation was found in February (-0.29), January (-0.24), and December 

(-0.21) months. The main reason behind the strong to moderate LST-NDVI correlation in March-November is 

the presence of high intensity of moisture and chlorophyll content in green vegetation. Dry months reduce the 

strength of regression, while wet months enhance the strength of the LST-NDVI regression. Hence, the climatic 

condition and surface material influence the LST-NDVI correlation analysis. 
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Figure 4 – Line graphs for monthly variation of LST-NDVI relationship (1988-2019): (a) January (b) February (c) March (d) April (e) May 

(f) June (g) September (h) October (i) November (j) December. Source: Author (2021). 

Figure 4 shows the line graphs for monthly variation of LST-NDVI relationships. June and September 

months show a smooth convex and concave trend, respectively due to wet weather. The line graphs of October, 

November, and December show more fluctuation due to more differences in atmospheric components. The line 

graphs of January and March look almost similar. February, April, and May present similar trends of LST.  
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Liang et al. (2012) presented similar types of negative NDVI-LST correlation in Guilin City, China. In high 

latitudes, positive LST-NDVI relationships have been observed as the presence of vegetation increases the value 

of LST in high latitudes where the winter season is severe (Karnieli et al., 2006). Yue et al. (2007) showed that 

the LST-NDVI relationship in Shanghai City, China was negative and was different in different LULC types like 

the relationship was strong negative on vegetation. Sun and Kafatos (2007) stated that the LST-NDVI 

correlation was positive in the winter season while it was negative in the summer season as the winter season 

produces the lowest LST on the rock surface and dry soil and vice-versa in the summer season. This relationship 

was also negative in Mashhad, Iran as it is a dry tropical city (Gorgani et al., 2013). The relationship was strongly 

negative in Berlin City for any season (Marzban et al., 2018). This correlation tends to be more negative with 

the increase of surface moisture as in the wet season more green and healthy vegetation is produced (Moran et 

al., 1994; Lambin & Ehrlich, 1996; Prehodko & Goward, 1997; Sandholt et al., 2002). The present study also 

found a negative LST-NDVI correlation for all the months as it is a humid tropical city. The value of the 

correlation coefficient is inversely related to the surface moisture content, i.e., the negativity of the relationship 

increases with the increase of surface moisture content.  

Conclusions 

The present study estimates the monthly variation of LST distribution in Raipur City, India using one 

hundred and eighteen Landsat datasets from 1988 to 2019. April, May, June, and March present higher LST 

values than the rest of the months. The present study also assesses the monthly correlation of LST and NDVI in 

Raipur City. In general, the results show that LST is inversely related to NDVI, irrespective of any month. From 

March to November, the correlation is strong to moderate negative, whereas it is found weak negative in the 

winter season (December to February). The presence of healthy green plants and high moisture content in the 

air is the main responsible factors for strong negativity. The study is useful for the environmentalists and urban 

planners for future ecological planning from several points of view. Special attention may be taken in March, 

April, May, and June to increase the negativity of the relationship by plantation. Simultaneously, more trees can 

be planted in December, January, and February for generating pleasant weather. Moreover, some commercial 

activities may be decreased in the winter months as at that time the city remains dry and more polluted. Special 

emphasis should be taken on the transport and industrial sectors as these sectors are mainly responsible for 

generating high LST. Mass transport system must be encouraged instead of the private transport system. The 

area under the park, urban vegetation, water bodies, and wetland must be increased at any cost as these 

changes can bring ecological comfort to the city. The unused fallow lands should be converted into vegetation 

and water area. It will be beneficial to the residents if any public and private initiatives have to be taken on 

seasonal plantation programmes along the roadways and barren lands. 
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A long-term monthly analytical study on the relationship of LST with 
normalized difference spectral indices
Subhanil Guha and Himanshu Govil

Department of Applied Geology, National Institute of Technology Raipur, Raipur, Chhattisgarh, India

ABSTRACT
This study analyzes the long-term monthly variation of land surface temperature (LST) and its 
relationship with normalized difference vegetation index (NDVI), normalized difference water 
index (NDWI), normalized difference built-up index (NDBI), and normalized difference bareness 
index (NDBaI) in the Raipur City of India using one hundred and twenty-three Landsat images 
from 1988-2020. In terms of LST, the warmest month is April (38.49oC) and the coldest month is 
January (23.04oC). The standard deviation in LST is noticed as 1.1022oC throughout the period. 
The growth pattern of LST is increasing in the earlier stage while it is steady and decreasing in 
the later stage. The mean linear regression coefficients for LST-NDVI is -0.42, LST-NDBI are 0.68, 
LST-NDWI is 0.27, and LST-NDBaI is 0.32. It indicates that the high ratio of green vegetation and 
water bodies resist the raise of LST, whereas the bare rock surface and built-up land accelerate 
the LST. The value of the spectral indices and LST varies with the change of month due to the 
physical change of the land surface materials. Hence, the study will be an effective one for the 
town and country planners for their future estimation of land conversion.
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Introduction

Urbanization accelerates the ecological stress by 
warming the local or global cities for a large extent 
(Foley et al., 2005; Fu & Weng, 2016; Grimm et al., 
2008; Liu et al., 2018; Peng et al., 2018a). Presently, 
many urban areas are suffering with a huge land con-
version and resultant new heat zones (Huang et al., 
2009; Patz et al., 2005; Zhou et al., 2019). Remote 
sensing techniques are significantly effective in detect-
ing the land use/land cover (LULC) change and its 
consequences (Guha et al., 2018). Apart from the 
conventional LULC classification algorithms, some 
spectral indices are used in detecting specific land 
features. Recently, thermal infrared (TIR) bands are 
used by generating some indices for different types of 
LULC extraction (Kalnay & Cai, 2003; Peng et al., 
2018b; X-L. Chen et al., 2006). These remote sensing 
indices are used significantly in various application 
fields like rocks and mineral mapping, forest mapping, 
agricultural monitoring, LULC mapping, hazard map-
ping, urban heat island mapping, and monitoring 
(Berger et al., 2017; Chen et al., 2006; Du et al., 2016; 
He et al., 2019; Peng et al., 2016).

Land surface temperature (LST) retrieved from var-
ious remotely-sensed data is widely used in the detec-
tion of urban heat island and ecological comfort zone 
(Fu & Weng, 2015; Hao et al., 2016; Tomlinson et al., 
2011; Tran et al., 2017; Weng, 2009). LST can be 
changed significantly in a vast homogeneous land 

surface or even inside a relatively small heterogeneous 
urban area (Hou et al., 2010; X-L. Chen et al., 2006). 
Different types of LULC response differently in TIR 
band and consequently LST largely varies in an urban 
environment (Estoque et al., 2017; Ghobadi et al., 
2014; Li et al., 2016; Shigeto, 1994; Stroppiana et al., 
2014; Yue et al., 2007). The LULC types are mainly 
changed by land conversion process. Thus, time is an 
important factor in LST monitoring. These spatial and 
temporal data of LST is also varied with the seasonal 
changes as sun elevation and sun azimuth are changed 
with seasons. Hence, the seasonal variation of LST is 
quite important in any LULC related study.

Most popular index for vegetation is normalized 
difference vegetation index (NDVI) that is invariably 
used in LST-related studies from the very beginning 
(Tucker, 1979; Smith & Choudhury, 1990; Hope & 
McDowell, 1992; Julien, ; Yuan et al., 2017). NDVI is 
directly used in the determination of land surface 
emissivity and thus is a significant factor for LST 
estimation (Carlson & Ripley, 1997; Sobrino et al., 
2004). Generally, the nature of LST–NDVI relation-
ship in a region is negative and is controlled by 
a number of factors, such as, dry or wet vegetation, 
greenness of vegetation, air pollution, moisture con-
tent in air, heterogeneous man-made materials, dry or 
wet soil, etc. (Ghobadi et al., 2014; Qu et al., 2014; 
Zhou et al., 2011). In mixed urban land, high LST is 
related to low vegetal covered area (Voogt & Oke, 
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2003). NDVI depends on the method that computes 
LST (e.g., NDVI threshold method) (Goward et al., 
2002) and many studies based on the LST-NDVI cor-
relation (Gutman & Ignatov, 1998; Weng et al., 2004) 
are available to explore the pattern of LST. There are 
so many valuable research articles found on LST– 
NDVI relationships were conducted mainly in the 
Indian and Chinese landscape (Guha et al., 2020; Gui 
et al., 2019; Kikon et al., 2016; Kumar & Shekhar, 2015; 
Qu et al., 2020; Yuan et al., 2020). Normalized differ-
ence water index (NDWI) is the most popular index 
for extraction of water bodies and it is considerably 
used in LULC and LST related studies (Essa et al., 
2012; McFeeters, 1996; X-L. Chen et al., 2006; Yuan 
et al., 2017). Generally, the nature of LST-NDWI rela-
tionship in an urban area is insignificant which is 
controlled by several factors, such as humidity, vegeta-
tion, wetland, bare land, air pollution, rock surface, 
dry or wet soil, heterogeneous man-made materials, 
etc. (Ghobadi et al., 2014; McFeeters, 1996, 2013). 
Normalized difference built-up index (NDBI) is the 
most popular built-up index which is invariably used 
in LST-related studies (Chen et al., 2013; Yuan et al., 
2017; Zha et al., 2003). Generally, the nature of LST- 
NDBI relationship in a region is positive and is con-
trolled by several factors, such as humidity, vegetation, 
air pollution, rock surface, dry or wet soil, heteroge-
neous man-made materials, etc. (Ghobadi et al., 2014). 
Normalized difference bareness index (NDBaI) is the 
most popular index for bare land extraction that is 
invariably used in LULC and LST-related studies as it 
builds a positive relationship in tropical environment 
(Essa et al., 2012; L Chen et al., 2013; X-L. Chen et al., 
2006; Weng & Quattrochi, 2006; Yuan et al., 2017; 
Zhao & Chen, 2005). Moreover, the dependence on 
LST of different land covers and the relation of LST 
with different indices has also been discussed together 
in some previous works (Bala et al., 2020, 2021).

However, these abovementioned research works 
mostly performed on temporal or seasonal analysis 
of the relationship. Number of research works con-
ducted on monthly analysis of LST–spectral indices 
relationship is rare in any physical environment. 
Hence, it is a necessary task to build month-wise 
LST–spectral indices correlation for the sustainable 
development of town and country planning as the 
values of the LST and spectral indices change with 
the change of months due to the different climatic 
and biophysical factors. The study was conducted on 
Raipur City of India as it is a smart growing city with 
a moderate climatic condition. However, the strength 
of the LST-spectral indices relationship can change 
temporally, seasonally, and spatially. The relationship 
is changed with time as the land surface materials 
change with time. The relationship also depends on 

the LULC types as vegetation, soil, water, or built-up 
area change the values of spectral indices as well as 
LST. Different seasons also play a significant role in 
the LST–spectral indices relationship as the growth of 
vegetation and increase of LST primarily depend on 
seasonal change. However, no specific conclusion can 
be drawn on LST–spectral indices relationship for 
a small number of remotely-sensed data. Thus, long- 
term Landsat data sets are necessary to obtain 
a reliable result on this relationship. The present 
study analyzes the nature, strength, and trend of the 
effect of LST on NDVI, NDWI, NDBI, and NDBaI.

Study area and data

Raipur City is located in between 21°11ʹ22”N to 21° 
20ʹ02”N and 81°32ʹ20”E to 81°41ʹ50”E (Figure 1). 
Figure 1(a) presents the outline map of India where 
Chhattisgarh State is located in the middle part 
(Source: Survey of India). (Figure 1(b)) presents the 
outline map of Chhattisgarh State with districts 
(Source: Survey of India). (Figure 1(c)) represents the 
false colour composite (FCC) image of Raipur City 
from recent Landsat data. (Figure 1(d)) indicates the 
contour map of Raipur (Date: 11 October 2011) of 
Raipur City (Source: USGS). The total area covers 
around 165 km2. The southern part of the city is 
covered by dense forests. The Mahanadi River flows 
along the western side of the city. The elevation is 
higher in the middle part of the city compared to the 
outer part. The climate of the city is considered as dry 
and wet savannah climate (source: India 
Meteorological Department (IMD)). Four types of 
seasons are observed in Raipur, i.e., monsoon (June– 
September), pre-monsoon (March–May), post- 
monsoon (October–November), and winter 
(December–February). The mean annual temperature 
ranges from 12°C (December) to 42°C (May). The 
temperature often rises above 45°C in April and 
May. November to April remains almost dry (average 
rainfall <50 mm) compared to the June to September 
(average rainfall >200 mm). The study area is also 
characterized by tropical mixed deciduous vegetation 
and mixed red soil. The city has a widely diverse 
population that migrated from the different parts of 
the country. The city is considered as one of the 
fastest-growing smart cities in India.

A total of 123 cloud-free (<10% cloud coverage) 
Landsat TM, ETM+, and OLI/TIRS data from 1988 
to 2020 were freely downloaded from the USGS Data 
Centre to conduct the whole study (https://www.earth 
explorer.usgs.gov). These satellite images were taken 
between 10th and 25th day of each and every month to 
obtain the minimum range of deviation in LST values. 
Moreover, only a single image can obtain between 
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10th and 25th day of any month due to the 16 days 
temporal resolution of Landsat satellite sensors. These 
satellite images have been radiomerically and geome-
trically corrected. All the TIR bands of OLI/TIRS, TM, 
and ETM+ data were resampled to 30 m resolution by 
USGS data centre using cubic convolution resampling 
method.

Methodology

LST estimation from Landsat satellite sensors

Many LST retrieval methods are applicable for differ-
ent satellite sensors. The mono-window algorithm 
(García-Santos et al., 2018; Gui et al., 2019; Qin 
et al., 2001; Sekertekin and Bonafoni, 2020; Yang 
et al., 2014), single-channel algorithm (Jiménez- 
Muñoz and Sobrino, 2003; Jiménez-Muñoz et al., 
2009; Coll et al., 2010; Chatterjee et al., 2017), split- 
window algorithm (McMillin, 1975; Price, 1984; 
Becker and Li, 1990), and radiative transfer equation 
(C Qu et al., 2014) are the main well-known LST 
retrieval algorithms using Landsat thermal bands 
(Weng, 2001; Weng et al., 2004; Zhang et al., 2016). 
Despite giving a good result, the radiative transfer 
algorithm cannot be applicable without in situ para-
meters of atmospheric profile at the satellite pass. The 
actual measurement with infrared thermometer has 
not been applied to verify the results of the study due 
to some unavoidable circumstances. Although the 
split-window algorithm gives the accurate result, it 
was not used in the study as only band 10 of Landsat 
8 OLI/TIRS data was selected for LST generation due 
to its better calibration (Barsi et al., 2014). The mono- 
window algorithm and single-channel algorithm also 

provide good results. In this study, the mono-window 
algorithm was applied to retrieve LST from multi- 
temporal Landsat satellite images. Ground emissivity, 
atmospheric transmittance, and effective mean atmo-
spheric temperature – these three parameters are 
needed to derive the LST using the mono-window 
algorithm. At first, the original TIR bands (100 m 
resolution for Landsat 8 OLI/TIRS data, 120 m reso-
lution for Landsat 5 TM data, and 60 m resolution for 
Landsat 7 ETM+ data) were resampled into 30 m by 
USGS data centre for further application.

The TIR pixel values are firstly converted into radi-
ance from digital number (DN) values. Band 10 of 
Landsat 8 data was used as TIR band for its better 
calibration (Barsi et al., 2014). Radiance for TIR bands 
of Landsat 5 TM data and Landsat 7 ETM+ data are 
obtained using Eq. (1) (USGS): 

Lλ ¼
LMAXλ � LMINλ

QCALMAX � QCALMIN

� �

� QCAL � QCALMIN½ �

þ LMINλ

(1) 

where Lλ is Top of Atmosphere (TOA) spectral radi-
ance (Wm−2sr−1mm−1), QCAL is the quantized cali-
brated pixel value in DN, LMINλ (Wm−2sr−1mm−1) is 
the spectral radiance scaled to QCALMIN , LMAXλ 
(Wm−2sr−1mm−1) is the spectral radiance scaled to 
QCALMAX , QCALMIN is the minimum quantized cali-
brated pixel value in DN and QCALMAX is the max-
imum quantized calibrated pixel value in DN. LMINλ, 
LMAXλ, QCALMIN , and QCALMAXvalues are obtained 
from the metadata file of Landsat 5 TM data and 
Landsat 7 ETM+ data. Radiance for Landsat 8 TIR 
band is obtained from Eq. (2) (Zanter, 2019): 

Figure 1. The study area: (a) Chhattisgarh state in India (b) Raipur city in Chhattisgarh (c) FCC image of raipur (d) contour map of 
raipur.

EUROPEAN JOURNAL OF REMOTE SENSING 489



Lλ ¼ ML:QCAL þ AL (2) 

where Lλ is the TOA spectral radiance 
(Wm−2sr−1mm−1), ML is the band-specific multiplica-
tive rescaling factor from the metadata, AL is the band- 
specific additive rescaling factor from the metadata, 
QCALis the quantized and calibrated standard product 
pixel values (DN). All of these variables can be 
retrieved from the metadata file of Landsat 8 data.

For Landsat 5 and Landsat 7 data, the reflectance 
value is obtained from radiances using Eq. (3) (USGS): 

ρλ ¼
π:Lλ:d2

ESUNλ: cos θs
(3) 

where ρλis unitless planetary reflectance, Lλ is the 
TOA spectral radiance (Wm−2sr−1µm−1), dis Earth– 
Sun distance in astronomical units, ESUNλ is the mean 
solar exo-atmospheric spectral irradiances 
(Wm−2µm−1) and θs is the solar zenith angle in 
degrees. ESUNλ values for each band of Landsat 5 
and Landsat 7 data can be obtained from the hand-
books of the related mission. θs and dvalues can be 
attained from the metadata file.

For Landsat 8 data, reflectance conversion can be 
applied to DN values directly as in Eq. (4) (Zanter, 
2019): 

ρλ ¼
Mρ:QCAL þ Aρ

sin θSE
(4) 

where Mρ is the band-specific multiplicative rescaling 
factor from the metadata, Aρis the band-specific addi-
tive rescaling factor from the metadata, QCAL is the 
quantized and calibrated standard product pixel 
values (DN) and θSEis the local sun elevation angle 
from the metadata file.

Eq. (5) is used to convert the spectral radiance to at- 
sensor brightness temperature (Wukelic et al., 1989; 
X-L. Chen et al., 2006): 

Tb ¼
K2

lnðK1
Lλ
þ 1Þ

(5) 

where Tbis the brightness temperature in Kelvin (K), 
Lλ is the spectral radiance in Wm−2sr−1mm−1; K2and 
K1are calibration constants. For Landsat 8 data, K1 is 
774.89, K2 is 1321.08 (Wm−2sr−1mm−1). For Landsat 7 
data, K1 is 666.09, K2 is 1282.71 (Wm−2sr−1mm−1). For 
Landsat 5 data, K1 is 607.76, K2 is 1260.56 
(Wm−2sr−1mm−1).

The land surface emissivityε, is estimated from Eq. 
(6) using the NDVI Thresholds Method (Sobrino 
et al., 2004, 2001). 

ε ¼ εvFv þ εsð1 � FvÞ þ dε (6) 

where, ε is land surface emissivity, εv is vegetation 
emissivity, εsis soil emissivity, Fvis fractional vegeta-
tion, dεis the effect of the geometrical distribution of 

the natural surfaces and internal reflections that can be 
expressed by Eq. (7): 

dε ¼ ð1 � εsÞð1 � FvÞFεv (7) 

where εv is vegetation emissivity, εsis soil emissivity, 
Fvis fractional vegetation, Fis a shape factor whose 
mean is 0.55, the value of dεmaybe 2% for mixed 
land surfaces (Sobrino et al., 2004).

The fractional vegetationFv, of each pixel, is deter-
mined from the NDVI using Eq. (8) (Carlson & 
Ripley, 1997): 

Fv ¼
NDVI � NDVImin

NDVImax � NDVImin

� �2

(8) 

where ðaÞNDVI< 0:2 for bare soil; ðbÞNDVI> 0:5 for 
vegetation; ðcÞ0:2< ¼ NDVI< ¼ 0:5 for mixed land 
with bare soil and vegetation (Sobrino et al., 2004, 
2001).

Finally, the land surface emissivity ε can be 
expressed by Eq. (9): 

ε ¼ 0:004 � Fv þ 0:986 (9) 

where ε is land surface emissivity, Fvis fractional 
vegetation.

Water vapour content is estimated by Eq. (10) 
(X-L. Chen et al., 2006; Yang & Qiu, 1996): 

w¼0:0981

� 10�0:6108�exp
17:27�ðT0� 273:15Þ
237:3þðT0� 273:15Þ

� �

�RH
� �

þ0:1697
(10) 

where wis the water vapour content (g/cm2), T0is the 
near-surface air temperature in Kelvin (K), RH is the 
relative humidity (%). These parameters of atmo-
spheric profile are obtained from the Meteorological 
Centre, Raipur (http://www.imdraipur.gov.in). 
Atmospheric transmittance is determined for Raipur 
City using Eq. (11) and Table 2 (Qin et al., 2001; Sun 
et al., 2010): 

τ ¼ 1:031412 � 0:11536w (11) 

where τis the total atmospheric transmittance, wis the 
water vapour content (g/cm2).

Raipur City is located in the tropical region. Thus, 
Eq. (12) is applied to compute the effective mean 
atmospheric transmittance of Raipur (Qin et al., 
2001; Sun et al., 2010): 

Ta ¼ 17:9769þ 0:91715T0 (12) 

LST is retrieved from Landsat 5 TM and Landsat 8 
OLI/TIRS satellite data by using Eq. (13–15) (Qin 
et al., 2001): 
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Ts¼
a 1� C� Dð Þþ b 1� C� Dð ÞþCþDð ÞTb� DTa½ �

C
(13) 

C ¼ ετ (14) 

D ¼ 1 � τð Þ 1þ 1 � εð Þτ½ � (15) 

where εis the land surface emissivity, τis the total 
atmospheric transmittance, C and D are internal para-
meters based on atmospheric transmittance and land 
surface emissivity, Tbis the at-sensor brightness tem-
perature, Tais the mean atmospheric temperature, T0is 
the near-surface air temperature, Tsis the LST, 
a ¼ � 67:355351, b ¼ 0:458606.

Determination of NDVI, NDWI, NDBI, and NDBaI

In this study, special emphasis was given on NDVI 
(Ke et al., 2015; Purevdorj et al., 1998; Tucker, 
1979), NDWI (McFeeters, 1996, 2013), NDBI (Zha 
et al., 2003), and NDBaI (Zhao & Chen, 2005) for 
determining the relationship with LST. NDVI is 
a vegetation index used in LULC-related study 
and the determination of fractional vegetation. 
NDWI is a water index used to distinguish the 
water bodies from the wetland and moist soil. 
NDBI is a built-up index used in detecting the 
built-up areas and it is frequently used by the 
urban geographers in land use study. NDBaI is 
a bareness index used to differentiate the bare 

lands from semi-bare lands and other LULC 
types. The band combinations of these spectral 
indices were given in Table 1. The value of any 
normalized difference spectral index is ranged 
between −1 and +1. Various types of LULC can 
be estimated by using the threshold limits of these 
normalized difference spectral indices (Table 1). 
Generally, in the tropical city, the positive value 
of NDVI, NDWI, NDBI, and NDBaI indicates the 
vegetation surface, water surface, built-up surface, 
and bare land surface, respectively (X-L. Chen 
et al., 2006).

Results and discussion

Monthly variation in LST distribution

Table 2 shows a clear observation of monthly change 
in the mean LST values. April (38.49°C) shows the 
highest mean monthly temperature while January 

Table 1. Description of NDVI, NDWI, NDBI, and NDBaI.
Acronym Description Formulation References

NDVI Normalized difference 
vegetation index

NIR� Red
NIR� Red

Tucker, 1979

NDWI Normalized difference 
water index

Green� NIR
Green� NIR

McFeeters, 1996

NDBI Normalized difference 
built-up index

SWR1� NIR
SWR1� NIR

Zha et al., 2003

NDBaI Normalized difference 
bareness index

SWR1� TIR
SWR1þTIR

Zhao & Chen, 2005

Table 2. Monthly distribution of LST (oC) from 1988 to 2020.
January LST (oC) February LST (oC) March LST (oC) April LST (oC) May LST (oC)

1988-Jan-21 24.52 1989-Feb-24 28.31 1989-Mar-12 28.14 1990-Apr-16 40.87 1991-May-21 36.63
1990-Jan-10 24.42 1990-Feb-11 25.26 1990-Mar-15 30.96 1992-Apr-21 41.19 2002-May-11 40.92
1992-Jan-16 21.33 1991-Feb-14 23.98 1991-Mar-18 29.50 1995-Apr-14 34.63 2004-May-24 40.74
1993-Jan-18 23.41 1992-Feb-17 25.30 1992-Mar-20 32.84 2001-Apr-22 41.34 2005-May-11 38.72
1996-Jan-27 22.08 1993-Feb-19 28.42 2003-Mar-11 29.49 2002-Apr-25 38.85 2006-May-14 28.43
2005-Jan-19 22.08 2002-Feb-20 30.39 2004-Mar-21 36.48 2003-Apr-12 31.28 2007-May-17 36.20
2007-Jan-25 26.37 2004-Feb-18 26.64 2007-Mar-14 27.57 2004-Apr-22 36.80 2008-May-19 38.36
2009-Jan-14 17.15 2006-Feb-23 32.95 2009-Mar-19 33.79 2009-Apr-20 39.74 2009-May-22 33.20
2011-Jan-20 23.03 2009-Feb-15 31.01 2014-Mar-17 31.68 2010-Apr-23 40.63 2010-May-25 36.11
2015-Jan-15 23.49 2010-Feb-18 22.67 2015-Mar-20 32.83 2016-Apr-23 42.97 2011-May-12 39.80
2018-Jan-23 25.26 2015-Feb-16 29.75 2016-Mar-22 37.00 2017-Apr-10 38.37 2013-May-17 40.28
2020-Jan-13 23.24 2016-Feb-19 24.60 2017-Mar-25 37.06 2020-Apr-18 33.47 2014-May-20 34.91

2017-Feb-21 32.45 2018-Mar-12 30.09 2015-May-23 36.42
2018-Feb-24 31.05 2020-Mar-17 27.66 2016-May-25 37.22
2019-Feb-11 25.37 2017-May-12 33.33
1989-Feb-24 28.31 2018-May-15 31.42
2020-Feb-14 27.58 2019-May-18 40.21

Mean 23.04 Mean 27.86 Mean 31.80 Mean 38.49 Mean 36.64
June LST (oC) September LST (oC) October LST (oC) November LST (oC) December LST (oC)
2005-Jun-12 38.66 1996-Sep-23 24.09 1988-Oct-19 28.86 1988-Nov-20 24.27 1988-Dec-22 23.96
2006-Jun-15 35.43 2001-Sep-21 26.13 1991-Oct-12 24.98 1989-Nov-23 25.16 1992-Dec-17 22.34
2009-Jun-23 33.05 2002-Sep-16 28.81 1992-Oct-14 24.61 1991-Nov-13 23.64 1994-Dec-23 18.55
2018-Jun-16 31.08 2014-Sep-25 29.67 1996-Oct-25 22.56 1993-Nov-18 24.47 1995-Dec-10 21.49

2001-Oct-15 30.12 1996-Nov-10 23.15 2000-Dec-15 26.81
2001-Oct-23 26.85 1999-Nov-11 29.16 2002-Dec-21 27.09
2004-Oct-15 27.56 2004-Nov-16 28.45 2004-Dec-18 25.76
2006-Oct-21 26.30 2005-Nov-19 26.72 2006-Dec-24 23.35
2009-Oct-13 27.10 2006-Nov-22 26.40 2008-Dec-13 25.71
2011-Oct-19 28.30 2008-Nov-11 27.38 2009-Dec-16 23.59
2015-Oct-14 27.61 2013-Nov-25 26.09 2010-Dec-19 22.31
2016-Oct-16 30.02 2014-Nov-12 23.47 2013-Dec-11 24.62
2018-Oct-22 29.01 2016-Nov-17 27.18 2016-Dec-19 24.60

2017-Nov-20 26.28 2017-Dec-22 24.02
2019-Nov-10 25.60 2018-Dec-25 21.17

2019-Dec-12 24.74
Mean 34.56 Mean 27.18 Mean 27.22 Mean 25.83 Mean 23.76
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(23.04°C) shows the lowest mean monthly tempera-
ture from 1988 to 2020.

(Figure (2–11)) show the spatial distribution maps 
of Raipur City in different months from 1988 to 2020. 
It is seen from (Figure (2–11)) that >90% area of the 
city was above 32°C mean LST in March–May of 1992, 
2001–2002, 2004–2005, 2008–2011, 2013, 2016–2017, 
and 2019 (Figure (2–4)). In June and September, 2005, 
2006, and 2009 have mean LST values more than the 
earlier or later years (Figure (5–6)). The scenario was 
completely different in October to February (Figure 
(7–11)), where <10% area of the city was above 32° 
C LST. April (38.49°C mean LST), May (36.65°C mean 
LST), June (34.56°C mean LST), and March (31.80° 
C mean LST) – these four months have an average 
value of >30°C mean LST throughout the entire period 
of study. February (27.86°C mean LST), October 
(27.23°C mean LST), September (27.18°C mean 
LST), and November (25.83°C mean LST) – these 
four months have an average value of 25–28°C mean 
LST throughout the entire time. Only December 
(23.76°C mean LST) and January (23.04°C mean 
LST) months have an average value of <24°C mean 
LST for the entire period. The average value of the 
highest and the lowest mean LST from 1988 to 2020 is 
observed in April and January, respectively. The 
northwest and southeast parts of the study area exhibit 

high LST. These parts also have a low percentage of 
urban vegetation and a high percentage of built-up 
area and bare land. It shows that the proportion of 
vegetation was reduced significantly with time.

Figure 12 shows the line graph of LST in different 
months from 1988 to 2019. October, November, and 
December present almost similar pattern of LST dis-
tribution. January and February show almost similar 
trend in their LST graph. A similarity also has been 
seen in the mean LST graph of March, April, and May. 
The LST graph of June shows a negative trend, while 
September shows a positive trend.

Figure 13 shows the mean monthly variation of LST 
(°C) during the study. The mean LST graph is sharply 
rising from January to April. After that, the graph is 
gently falling from April to June. A sharp fall is also 
noticed from June to September. One fact should be 
remembered that there was no data available for July 
and August; otherwise the falling trend might be gen-
tle. From September to December the LST graph falls 
continuously.

Monthly analysis on LST–spectral indices 
relationship

Table 3 represents a monthly variation of Pearson’s 
linear correlation method between LST and NDVI. In 

Figure 2. Mean LST in January: (a) 21 January 1988 (b) 10 January 1990 (c) 16 January 1992 (d) 18 January 1993 (e) 17 January 1996 
(f) 19 January 2005 (g) 25 January 2007 (h) 14 January 2009 (i) 20 January 2011 (j) 15 January 2015 (k) 23 January 2018 (l) 
13 January 2020.
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average, October (−0.62), September (−0.55), April 
(−0.51), June (−0.47), May (−0.44), March (−0.44), 
and November (−0.39) months have a moderate nega-
tive correlation. A weak negative correlation was found 
in February (−0.29), January (−0.24), and December 
(−0.21) months. The main reason behind the moderate 
LST–NDVI correlation in March–November is the 
presence of high intensity of moisture and chlorophyll 
content in green vegetation. Dry months reduce the 
strength of regression, while the wet months enhance 
the strength of the LST–NDVI regression.

Table 4 represents a monthly variation of Pearson’s 
linear correlation method between LST and NDBI. In 
average, October (0.80), September (0.76), April 
(0.73), and May (0.71) months build a strong positive 
correlation. March (0.69), June (0.68), November 

(0.66), February (0.63), January (0.61), and 
November (0.52) months have a moderate to strong 
positive correlation. The strength of correlation 
increases with the increase of wetness.

Table 5 represents a monthly variation of Pearson’s 
linear correlation method between LST and NDWI. In 
average, October (0.49), September (0.40), June (0.33), 
and April (0.33) months build a moderate positive 
correlation. November (0.29), May (0.27), and March 
(0.23) months have a weak positive correlation. There 
is no such linear correlation found in February (0.09), 
December (0.04), and January (0.02). Here again, dry-
ness of the season reflects low correlation.

Table 6 represents a monthly variation of Pearson’s 
linear correlation method between LST and NDBaI. In 
average, October (0.48) and September (0.47) months 

Figure 3. Mean LST in February: (a) 24 February 1989 (b) 11 February 1990 (c) 14 February 1991 (d) 17 February 1992 (e) 
19 February 1993 (f) 20 February 2002 (g) 18 February 2004 (h) 23 February 2006 (i) 15 February 2009 (j) 18 February 2010 (k) 
16 February 2015 (l) 19 February 2016 (m) 21 February 2017 (n) 24 February 2018 (o) 11 February 2019 (p) 14 February 2020.
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build a moderate positive correlation. January (0.36), 
February (0.32), November (0.31), and March (0.30) 
months have a moderate to weak positive correlation. 
A weak positive correlation is found in April (0.29), 
December (0.28), June (0.22), and May (0.21) months. 
Thus, the pre-monsoon and winter months indicate 
low correlation compared to the monsoon and post- 
monsoon months.

Figure 14 shows the line graphs for monthly varia-
tion of LST–spectral indices relationships. The LST– 
NDVI correlation is always negative, whereas the 
LST–NDBI correlation and the LST–NDBaI correla-
tion are always positive. From 1988 to 2000 a slightly 
falling trend is observed for LST–NDBI and LST– 
NDBaI correlation. The trend of LST–NDWI 

correlation is slightly rising or neutral. There is also 
no such variation in LST–NDVI correlation and the 
trend is almost neutral. LST–spectral indices build 
a stronger correlation between March and November.

Figure 15 presents a comparison between LST and 
four aforesaid spectral indices. Average correlation 
coefficient was used to compare the monthly assess-
ment of these relationships. LST builds the least cor-
relation with NDVI, NDBI, and NDWI from 
November to February. Pre-monsoon months have 
the least correlation between LST and NDBaI as the 
dry soil and open land absorbs a lot of heat in the 
summer months. Humidity accelerates the strength of 
the correlation while dry weather reduces the correla-
tion coefficient values.

Figure 4. Mean LST in March: (a) 12 March 1989 (b) 15 March 1990 (c) 18 March 1991 (d) 20 March 1992 (e) 11 March 2003 (f) 
21 March 2004 (g) 14 March 2007 (h) 19 March 2009 (i) 17 March 2014 (j) 20 March 2015 (k) 22 March 2016 (l) 25 March 2017 (m) 
12 March 2018 (n) 17 March 2020.

494 S. GUHA AND H. GOVIL



This LST–NDVI correlation tends to be more nega-
tive with the increase of surface moisture (Lambin & 
Ehrlich, 1996; Moran et al., 1994; Sandholt et al., 
2002). In high latitudes, positive LST–NDVI relation-
ships have been observed (Karnieli et al., 2010) as the 
heat capacity of vegetation and water is more than the 
bare rock surface. Sun and Kafatos (2007) stated that 
the LST–NDVI correlation was positive in the winter 
season as vegetation retains temperature in winter; 
while it was negative in the summer season because 
presence of vegetation helps in cooling in summer. 
Yue et al. (2007) showed that the LST–NDVI relation-
ship in Shanghai City, China was negative and was 
different in different LULC types. Liang et al. (2012) 
presented similar types of negative NDVI–LST corre-
lation. This relationship was also negative in Mashhad, 
Iran (Gorgani et al., 2013). The relationship was strong 
negative in Berlin City for any season (Marzban et al., 
2018). The present study also found the negative LST– 
NDVI correlation for all the months (average correla-
tion coefficient value is −0.42 from 1988 to 2020). The 
value of the correlation coefficient is inversely related 
to the surface moisture content, i.e., the negativity of 

the relationship increases with the increase of surface 
moisture content.

The LST–NDBI correlation found in the present 
study is strong positive for each and every month. 
The strongest correlation was noticed in October 
(0.80) and September (0.76), whereas the least correla-
tion was found in December (0.52) and January (0.61). 
Moist climate intensifies the strength of the correla-
tion. The result of this study is comparable with the 
other LST-NDBI related studies conducted in the 
other cities. LST and NDBI built a strong correlation 
in Fuzhou City of China (Zhang et al., 2009). L Chen 
et al. (2013) established a strong positive correlation 
between LST and NDBI in Wuhan City, China (0.639, 
0.717, 0.807, and 0.762 in spring, summer, autumn, 
and winter, respectively). A strong positive LST–NDBI 
correlation was also observed in Kunming of China 
(Chen & Zhang, 2017). A strong positive correlation 
between LST and NDBI was noticed in Vila Velha, ES, 
Brazil (Dos Santos et al., 2017). In Melbourne City of 
Australia, LST and NDBI built a moderate to strong 
positive correlation (Jamei et al., 2019). Balew and 
Korme (2020) noticed a positive correlation in Bahir 

Figure 5. Mean LST in April: (a) 21 April 1992 (b) 16 April 1990 (c) 14 April 1995 (d) 22 April 2001 (e) 25 April 2002 (f) 12 April 2003 
(g) 22 April 2004 (h) 20 April 2009 (i) 23 April 2010 (j) 23 April 2016 (k) 10 April 2017 (l) 18 April 2020.
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Figure 6. Mean LST in May: (a) 21 May 1991 (b) 11 May 2002 (c) 24 May 2004 (d) 11 May 2005 (e) 14 May 2006 (f) 17 May 2007 (g) 
19 May 2008 (h) 22 May 2009 (i) 25 May 2010 (j) 12 May 2011 (k) 17 May 2013 (l) 20 May 2014 (m) 23 May 2015 (n) 25 May 2016 (o) 
12 May 2017 (p) 15 May 2018 (q) 18 May 2019.

Figure 7. Mean LST in June: (a) 12 June 2005 (b) 15 June 2006 (c) 23 June 2009 (d) 16 June 2018.
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Figure 8. Mean LST in September: (a) 23 September 1996 (b) 21 September 2001 (c) 16 September 2002 (d) 25 September 2014.

Figure 9. Mean LST in October: (a) 19 October 1988 (b) 12 October 1991 (c) 14 October 1992 (d) 25 October 1996 (e) 
15 October 2001 (f) 23 October 2001 (g) 15 October 2004 (h) 21 October 2006 (i) 13 October 2009 (j) 19 October 2011 (k) 
14 October 2015 (l) 16 October 2016 (m) 22 October 2018.
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Figure 10. Mean LST in November: (a) 20 November 1988 (b) 23 November 1989 (c) 13 November 1991 (d) 18 November 1993 (e) 
10 November 1996 (f) 11 November 1999 (g) 16 November 2004 (h) 19 November 2005 (i) 22 November 2006 (j) 
11 November 2008 (k) 25 November 2013 (l) 12 November 2014 (m) 17 November 2016 (n) 20 November 2017 (o) 
10 November 2019.
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Figure 11. Mean LST in December: (a) 22 December 1988 (b) 17 December 1992 (c) 23 December 1994 (d) 10 December 1995 (e) 
15 December 2000 (f) 21 December 2002 (g) 18 December 2004 (h) 24 December 2006 (i) 13 December 2008 (j) 16 December 2009 
(k) 19 December 2010 (l) 11 December 2013 (m) 19 December 2016 (n) 22 December 2017 (o) 25 December 2018 (p) 
12 December 2019.
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Figure 12. Monthly assessment of mean LST (oC) from 1988 to 2020: (a) January (b) February (c) March (d) April (e) May (f) June (g) 
September (h) October (i) November (j) December.
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Dar City of Ethiopia. Using a long term Landsat series 
data in Chattogram Metropolitan Area of Bangladesh, 
Roy et al. (2020) showed that NDBI is positively cor-
related to LST. Son et al. (2020) showed that the LST– 
NDBI relationship was also strong positive (0.85) in 
San Salvador City of El Salvador in last 30 years. These 
aforesaid examples of LST–NDBI positive correlations 
are simply based on the fact that the building and road 
construction materials like rock, cement, brick, con-
crete, tar, sand, stone chips, etc. produce high LST 
values. This result is very much similar to the result 
of the present study (mean correlation coefficients 
between LST and NDBI is 0.68 during the entire 
period).

The result is quite authentic with respect to the 
other LST–NDWI related studies in recent years. 
A study performed in Shenzhen City of China showed 
a significant negative LST–NDWI correlation on the 
water bodies (X-L. Chen et al., 2006). LST and NDWI 
built a negative correlation in desert landscape in 
Kuwait (Uddin et al., 2010). In Nanchang City of 
China, LST and NDWI develop a negative correlation 
on the water bodies (Zhang et al., 2017). In Asansol- 
Durgapur Development Region of India, a negative 
LST–NDWI correlation was found in the water bodies 
(Choudhury et al., 2019). Das (Choudhury et al., 2019) 
presented a dynamic negative LST–NDWI correlation 
in the dry bare land of Northwest India and the sur-
rounding places of Pakistan, where different types of 
rock compositions influence the values of LST and 
NDWI. LST and NDWI built a negative linear correla-
tion in Banda Aceh City of Indonesia in the last 
30 years (Achmad & Zainuddin, 2019). An insignif-
icant correlation was found in Wuhan City of China. 
The current analysis showed an insignificant and weak 
positive correlation (average value of 0.27 for all the 
months during the study period) between LST and 

NDWI. These results are based on the fact that LST 
reduces significantly in water bodies or wetland, but 
other surface materials have an insignificant relation-
ship because different materials have different water or 
moisture content ratio.

The LST-NDBaI correlation is positive, irrespec-
tive of any season. The post-monsoon season reveals 
the best correlation among all the four seasons. The 
present study indicates that LST builds a stable 
strong to a moderate positive correlation with 
NDBaI in Raipur City, India from 1988 to 2020. 
Essa et al. (2012) presented a moderate positive 
LST–NDBaI correlation (0.39) in Greater Dublin 
region, Ireland. The LST and NDBaI have built 
a weak negative correlation (−0.11) in Guangzhou, 
China (Guo et al., 2015) as the bare earth surface was 
less. Sharma and Joshi (2016) showed the moderate 
positive nature of LSI–NDBaI correlation in the 
National Capital Region of India. A weak positive 
correlation between LST and NDBaI was presented 
in London (0.086) and Baghdad (0.469) by Ali et al. 
(2017). Chen and Zhang (2017) noticed the strong 
positive nature of the correlation coefficient of the 
LST–NDBaI relationship in a study performed in 
Kunming, China due to the presence of high bare 
land ratio. This correlation was weak positive (0.06) 
in Harare Metropolitan City, Zimbabwe (Mushore 
et al., 2017). This relationship was also positive 
(0.458) in Kolkata Metropolitan Area, India 
(Nimish et al., 2020). The present study shows that 
the average correlation coefficient between LST and 
NDBaI for all the months from 1988 to 2020 is 
moderate positive (0.32). LST will obviously be 
increased if the ratio of the bare rock surface, sand, 
or dry soil is high. However, in many modern cities, 
percentage of barren land is low that promotes 
a moderate positive LST–NDBaI relationship. From 

Figure 13. Monthly variation in LST (°C) from 1988 to 2020.
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the above examples, it is clear that the relationship 
between LST and the four spectral indices is consis-
tent and reliable with respect to the other previous 
similar types of research works.

The study reflects the relationship between LST and 
normalized difference spectral indices to take new 
action in environmental planning and management of 
any city. The area has a positive correlation promotes 
the LST whereas the area with a negative correlation 

reduces the LST. Hence, the environmental planners 
should take special attention in conversion of the barren 
or fallow lands into vegetation, water bodies, and wet-
land to control the rising trend of LST. In this way, the 
fallow or barren lands can be converted into parks, 
wetlands, or artificial water bodies. Forest or dense 
vegetation must be protected and social forestry can 
be introduced at a large scale. Most of the industrial 
and commercial activities must be restrained in 

Figure 14. Monthly assessment of LST-spectral indices relationship (1988–2020): (a) January (b) February (c) March (d) April (e) 
May (f) June (g) September (h) October (i) November (j) December (significant at 0.05 level).
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particular areas located far away from the dense resi-
dential places. A specific area of the city should be 
allotted as wasteland. Thus, the correlation between 
LST and the spectral indices significantly determines 
the vulnerable area of the city and the ecological health 
of the city could be improved by converting these 
vulnerable places into vegetation and water bodies.

Conclusion

The present study estimates the monthly variation of 
LST distribution in Raipur City, India using 123 
Landsat images from 1988 to 2020. April May, June, 
and March present higher LST value than the rest of 
the months. The present study also assesses the 
monthly correlation of LST and spectral indices in 
Raipur City. The results show that LST is inversely 
related to NDVI, and positively related to NDBI and 
NDBaI, irrespective of any month. NDWI does not 
generate significant correlation with LST. LST builds 
strong to moderate correlation with NDVI, NDBI, and 
NDWI between March and November, whereas it is 
found weak negative in the winter months (December 
to February). For LST–NDBaI correlation, the 
strength is reduced in the summer and winter months. 
The growth of vegetation depends on the climatic 
component and soil condition those are largely chan-
ged in different months. The LST is directly controlled 
by the ratio of green vegetation in a city. The value of 
the spectral indices and LST varies with the change of 
month. Thus, the study is useful for the environmen-
talist and urban planner for the future ecological 
planning.

There is obviously some limitations and future scope 
of the present study. First, LST can be derived by using 
other algorithms or from other satellite sensors to com-
pare with the present result. Downscaling technique can 
be applied to get the LST with high pixel values. 
Secondly, the in situ measurement can be used to vali-
date the result significantly. Third, some new spectral 
indices can be used for different land surface features to 
compare the result with the existing indices. Fourth, 
some other robust statistical techniques and diagrams 
can be applied to present these relationships. Finally, 
the entire method may be applied in other study areas 
with different climatic and physiographic regions.
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